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This paper concerns the problem of designing an EID-based robust output-feedback modified repetitive-control system
(ROFMRCS) that provides satisfactory aperiodic-disturbance rejection performance for a class of plants with time-varying
structured uncertainties. An equivalent-input-disturbance (EID) estimator is added to the ROFMRCS that estimates the
influences of all types of disturbances and compensates them. A continuous-discrete two-dimensional model is built to
describe the EID-based ROFMRCS that accurately presents the features of repetitive control, thereby enabling the control
and learning actions to be preferentially adjusted. A robust stability condition for the closed-loop system is given in terms
of a linear matrix inequality. It yields the parameters of the repetitive controller, the output-feedback controller, and the
EID-estimator. Finally, a numerical example demonstrates the validity of the method.
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1. Introduction

Repetitive control (RC) has a human-like learning
capability. A repetitive controller performs learning
through a delay positive-feedback loop, which is an
internal model of a periodic signal. For a given periodic
reference input, the repetitive controller adds the tracking
error of the previous period to the present error to produce
a control signal and gradually reduces the tracking error
through repeated learning actions (Inoue et al., 1981).

The relative degree of the plant must be zero for a
basic RC system (RCS) to be exponentially stable. To
guarantee the stability of a strictly proper plant, which is
the type that most control engineering applications deal
with, a low-pass filter has to be inserted into the delay
line. The resulting system is called a modified RCS
(MRCS, Fig. 1) (Hara et al., 1988). In an MRCS, the
low-pass filter relaxes the stability condition, but degrades
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the tracking precision for signals in the high-frequency
band. That is, there exists a trade-off between stability and
tracking performance in an MRCS. Many strategies have
been proposed to try to resolve the trade-off (Pipeleers
et al., 2009; Hu et al., 2011; Chung and Chen, 2012).
As an effective solution, Zhou et al. (2012; 2013;
2014b) and She et al. (2012) exploited the periodicity
and continuity of RC and developed a two-dimensional
(2D) model-based method. It enables the preferential
adjustment of control and learning actions, and the
designed systems exhibit both satisfactory robustness and
good control performance.

One problem with RC is that it cannot reject,
and may even amplify, the aperiodic disturbances since
the repetition period of the repetitive controller is set
to the period of the reference input. In control
engineering practice, external disturbances are often
unknown and complex, including components with
different frequencies. Over the past few decades, a
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Fig. 1. Configuration of an MRCS.

considerable number of studies have been devoted to
the estimation and rejection of an unknown disturbance.
A disturbance observer (DOB) is commonly used for
disturbance rejection (Chen et al., 2000; Miyazaki et al.,
2006). They often implicitly assume that an equivalent
input disturbance (EID) exists on the control input
channel, but the design of the low-pass filter is frequently
complicated because it has to guarantee both the causality
of the DOB and the stability of the whole system.

A new method of EID estimation based on the
control input and the output of the plant was devised
by She et al. (2008; 2011) that overcomes the
drawbacks of the DOB-based methods. Wu et al.
(2014), Zhou et al. (2014a) and Liu et al. (2014a)
incorporated the EID method into an MRCS to improve
the disturbance-rejection performance. For a plant
without uncertainty, they separately designed the outer
feedback loop and the inner disturbance attenuation one.
However, there is a coupling relationship between the
feedback controller and the EID estimator in the presence
of time-varying uncertainties, so the outer and inner loops
cannot be designed independently. Meanwhile, it shall
also be noticed that the full state of the dynamic system
is required in the approach (Zhou et al., 2014a; Liu et
al., 2014a). To enable the EID-based RC method to
handle a larger class of servo systems, this paper extends
the state-feedback to output-feedback and presents the
configuration of a robust EID-based MRCS.

This paper focuses especially on the problem of
designing a robust output-feedback MRCS (ROFMRCS)
with both periodic and aperiodic disturbances and with
time-varying, structured uncertainties. First, we construct
an EID-based ROFMRCS, in which an EID-estimator is
used to estimate and compensate the influences of the to-
tal disturbance, including the uncertainties and all types
of disturbances. Next, we build a continuous-discrete
2D model to describe the system. Then, a sufficient
robust-stability condition in the form of a linear matrix
inequality (LMI) is derived. Finally, simulations illustrate
the tracking performance for a periodic reference input
as well as the disturbance-rejection performance for both
periodic and aperiodic disturbances.

Throughout this paper, R+ is the set of nonnegative
real numbers, Cp is the p-dimensional vector space over
complex numbers, Z+ is the set of nonnegative integers,

ℵ is the linear space of all the functions from [0, T ] to
C

p. L2(R
+, Cp) is the linear space of square integrable

functions fromR
+ to C

p and �2(Z+, ℵ) is the linear space
of all the functions from Z

+ to ℵ, while
[

Ξ Υ
∗ Ω

]
:=

[
Ξ Υ
ΥT Ω

]
.

2. Problem description

Consider a linear single-input, single-output (SISO) plant
with time-varying structured uncertainties. Its state-space
equation is

⎧⎪⎨
⎪⎩
ẋp(t) = [A+ΔA(t)] xp(t)

+ [B +ΔB(t)]u(t) +Bdd(t),

yp(t) = Cxp(t),

(1)

where xp(t) ∈ R
n is the state of the plant, u(t), yp(t) ∈

R are the control input and output variables, respectively,
d(t) ∈ R

nd is the disturbance input, while A, B, Bd, and
C are real constant matrices. Let the uncertainties of the
plant be of the form

[
ΔA(t) ΔB(t)

]
= ME(t)

[
N0 N1

]
, (2)

where M, N0, andN1 are known constant matrices, while
E(t) ∈ R

n×n is a real, unknown, and time-varying matrix
with Lebesgue measurable elements

ET (t)E(t) ≤ I, ∀t > 0. (3)

Two assumptions are made for the plant.

Assumption 1. (A, B, C) is controllable and observable.

Assumption 2. (A, B, C) has no zeros on the imaginary
axis.

In the MRCS in Fig. 1, the repetition period of the
repetitive controller, T , is the period of the reference
input, r(t). Here e(t) [= r(t) − y(t)] is the tracking error
between the reference input and the output. As explained
by Hara et al. (1988), if the original closed-loop system
without the delay line is stable and if

‖q(s)(1 +G0(s))
−1‖∞ < 1, (4)

then the MRCS with minimal realization is exponentially
stable.

A first-order low-pass filter

q(s) =
ωc

s+ ωc
(5)

is chosen to relax the stability condition of the MRCS and
makes the system easy to design, where ωc is the cutoff
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Fig. 2. Configuration of an EID-based ROFMRCS.

angular frequency. In (5), ωc satisfies both the condition
(4) and

|q(jω)| ≈ 1, ω ≤ ωqr, (6)

where ωqr is the highest angular frequency of the
reference input signals for the tracking (Hara et al., 1988).
Thus, the state-space representation of the modified
repetitive controller is

{
ẋc(t) = −ωcxc(t) + ωcxc(t− T ) + ωce(t),

v(t) = e(t) + xc(t− T ),
(7)

where xc(t) and v(t) are the state variable and the output
variable of the repetitive controller, respectively.

The internal-mode principle tells us that the MRCS
in Fig. 1 can reject both the periodic disturbance and
the periodic uncertainties as long as their periods are the
same as the repetition period, T . But for the aperiodic
disturbances and the uncertainties with other frequencies,
the repetitive controller cannot reject them, and may even
amplify them. In this paper, the uncertainties and all types
of disturbances are summarized as a total disturbance.
To improve the disturbance-rejection performance, an
EID estimator is inserted into the output-feedback MRCS
to estimate the effects on the output of the generalized
disturbance. This gives an EID-based ROFMRCS (Fig.
2).

A linear repetitive control law based on the outputs
of the plant (1) and the repetitive controller (7) is

ur(t) = Kev(t) +Kyyp(t), (8)

where Ke ∈ R is the feedback gain of the repetitive
controller and Ky ∈ R is the output-feedback gain.

Regarding the uncertainties of the plant as a kind of
load disturbance, the plant (1) is written as
⎧⎨
⎩

ẋp(t) = Axp(t) +Bu(t)
+ [ΔA(t)xp(t) + ΔB(t)u(t) +Bdd(t)] ,

yp(t) = Cxp(t).
(9)

Employing the concept of EID and its existence in
the work of She et al. (2008), there always exists an
EID, de(t), on the control input channel of the plant (9)
that produces the same effect on the output as the total
disturbance,ΔA(t)x(t)+ΔB(t)u(t)+Bdd(t), does. This
allows us to use the state equation

{
ẋ(t) = Ax(t) +B [u(t) + de(t)] ,

y(t) = Cx(t)
(10)

to describe the plant (9).
The basic idea of the EID approach is to design a

disturbance estimator that estimates the EID, de(t), and
to use it to compensate for the total disturbance. Thus,
incorporating the EID estimate into the RC law (8) yields
the improved control law (Fig. 2)

u(t) = ur(t)− d̃e(t), (11)

where d̃e(t) is an estimate of de(t).
The following state observer is used to reproduce the

state of the plant:
{
˙̂x(t) = Ax̂(t) +Bur(t) + L[y(t)− ŷ(t)],

ŷ(t) = Cx̂(t),
(12)

where L is the observer gain, x̂(t) ∈ R
n is the state

variable, and ŷ(t) ∈ R is the output of the observer.
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As explained by She et al. (2008), an optimal
estimate of the EID, d̂e(t), is given by

d̂e(t) = B+LC[x(t)− x̂(t)] + ur(t)− u(t), (13)

where B+ = (BTB)−1BT .
Taking into account that the output, y(t), may

contain measurement noise, we use a low-pass filter, F (s),
to filter the noise out of the estimate, d̂e(t), and obtain
d̃e(t). That is,

D̃e(s) = F (s)D̂e(s), (14)

where D̃e(s) and D̂e(s) are the Laplace transforms of
d̃e(t) and d̂e(t).

As in the works of She et al. (2008) and Wu et al.
(2014), in this paper we require that the disturbance
estimates pass through the filter band

Ωr := {ω, 0 ≤ ω ≤ ωar},

whereωar is the highest angular frequency for disturbance
rejection, and that they be not concerned about the rolloff
speed of the gain of F (jω) outside that band. That is,
F (s) satisfies

|F (jω)| ≈ 1, ω ≤ ωar. (15)

To achieve this, a first-order low-pass filter is the best.
Based on this, we choose

F (s) =
αωf

s+ ωf
, (16)

where α ≈ 1 is a constant and ωf is the cutoff angular
frequency of the filter, which is usually set to a value more
than five times greater than ωar (She et al., 2008; Wu
et al., 2014). From (14) and (16), we have the state-space
form of F (s),

{
ẋf (t) = Afxf (t) +Bf d̂e(t),

d̃e(t) = Cfxf (t),
(17)

where xf (t) is the state of the filter.

Remark 1. The EID-based ROFMRCS (Fig. 2)
can be viewed as a conventional ROFMRCS combined
with a state observer and an EID estimator. In the
EID-based ROFMRCS, the repetitive controller and
the output-feedback controller guarantee the tracking
performance specifications and stability, while the
incorporation of an EID estimate into the control input
makes it capable of eliminating the total disturbance
before it causes negative effect to the controlled plant.
This is the main advantage over other RC methods.

3. Design of the EID-based ROFMRCS

In this section, we derive a sufficient robust stability
condition for the closed-loop system in Fig. 2 and present
a method of designing the controller parameters.

Since the stability of the system does not depend on
exogenous signals, we first let both the reference input and
the disturbance be zero:

r(t) = 0, d(t) = 0. (18)

Let
xδ(t) = x(t)− x̂(t) (19)

be the error between the state of the actual plant and that
of the observer. Then, the state equations of the plant (1)
and the state observer (12) are respectively written as

ẋ(t) = [A+ΔA(t)] x(t) + [B +ΔB(t)] u(t), (20)

˙̂x(t) = Ax̂(t) + LCxδ(t) +Bur(t), (21)

and from (11), (17), (20), and (21) we have

ẋδ(t) = ΔA(t)x̂(t) + [A+ΔA(t) − LC]xδ(t)

− [B +ΔB(t)]Cfxf (t) + ΔB(t)ur(t). (22)

Also, the state equations (7) and (17) can be respectively
rewritten as

ẋc(t) = −ωcCx̂(t)− ωcCxδ(t)− ωcxc(t)

+ ωcxc(t− T ), (23)

ẋf (t) = BfB
+LCxδ(t) + (Af+BfCf )xf (t). (24)

Accordingly, the RC control law (8) becomes

ur(t) = (Ky −Ke)Cx̂(t)

+ (Ky −Ke)Cxδ(t) +Kexc(t− T ). (25)

Employing the lifting technique (Yamamoto,
1994; Zhou et al., 2012), we convert a vector-valued
continuous-time signal, ξ(t), in the EID-based
ROFMRCS (Fig. 2), into a function-valued discrete-time
sequence, ξk(τ). Its element is denoted as ξ(k, τ) in this
paper. That is,

ξ(k, τ) = ξk(τ) := LC [ξ(t)], (26)

t = kT + τ, τ ∈ [0, T ], k ∈ Z
+,

where LC is an isometric and isomorphic transformation
between L2(R+, C

p) and �2(Z+, ℵ). It gives us the
following 2D representation:

⎧⎪⎨
⎪⎩
η̇(k, τ) = Āη(k, τ)+Ā1η(k − 1, τ)

+B̄ur(k, τ),

e(k, τ) = −C̄η(k, τ),

(27)

ur(k, τ) = FpC̄η(k, τ) + FeC̄1η(k − 1, τ), (28)
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where

η(k, τ) =
[
x̂T (k, τ) xT

δ (k, τ)

xT
f (k, τ) xT

c (k, τ)
]T

,

Ā =

⎡
⎢⎢⎣

A LC
ΔA(k, τ) A+ΔA(k, τ) − LC
0 BfB

+LC
−ωcC −ωcC

0 0
−(B +ΔB(k, τ))Cf 0

Af +BfCf 0
0 −ωc

⎤
⎥⎥⎦ ,

Ā1 = diag{0, 0, 0, ωc},
B̄ =

[
BT ΔBT (k, τ) 0 0

]T
,

C̄ =
[
C C 0 0

]
,

C̄1 =
[
0 0 0 1

]
,

and
Fp = Ky −Ke, Fe = Ke. (29)

An RC process is basically continuous. In
consequence, any state, ξ(k, τ), in the 2D model of the
EID-based ROFMRCS in Fig. 2 satisfies the boundary
conditions

{
ξ(−1, τ) = 0, τ ∈ [0, T ) ,

ξ(k, 0) = ξ(k − 1, T ), τ ∈ {1, 2, 3, . . .} . (30)

Meanwhile, from (29), the control gains in Fig. 2 can
be rewritten as

Ke = Fe, Ky = Fp + Fe. (31)

Remark 2. Since we can view the past state as a kind of
experience, the words control and learning mean that we
use information about the present and previous periods,
respectively, to produce the present control input (She
et al., 2012). The 2D control law (28) contains the direct
sum of the effects of control and learning. This allows the
preferential adjustment of control and learning through
the regulation of the feedback gains, Fp and Fe. Note
that since the low-pass filter (7) in an MRCS mixes the
control and learning actions, we cannot adjust control and
learning actions independently.

Substituting the control input (28) into the system
(27) yields a representation of the closed-loop system in
Fig. 2:

η̇(k, τ) = Alη(k, τ) +A1lη(k − 1, τ)

+Ml [Γ(k, τ) + Γ1(k, τ)] ,
(32)

where

Al =

⎡
⎢⎢⎣

A+BFpC LC +BFpC
0 A− LC
0 BfB

+LC
−ωcC −ωcC

0 0
−BCf 0

Af +BfCf 0
0 −ωc

⎤
⎥⎥⎦ ,

A1l =

⎡
⎢⎢⎣

0 0 0 BFe

0 0 0 0
0 0 0 0
0 0 0 ωc

⎤
⎥⎥⎦ , Ml =

⎡
⎢⎢⎣

0
M
0
0

⎤
⎥⎥⎦ ,

Γ(k, τ) = F (k, τ)Ψη(k, τ),

Γ1(k, τ) = F (k, τ)Ψ1η(k − 1, τ),

Ψ =
[
N0+N1FpC N0+N1FpC −N1Cf 0

]
,

Ψ1 =
[
0 0 0 N1Fe

]
.

From (3) we have

ΓT (k, τ)Γ(k, τ) ≤ ηT (k, τ)ΨTΨη(k, τ), (33)

ΓT
1 (k, τ)Γ1(k, τ) ≤ ηT (k − 1, τ)ΨT

1 Ψ1η(k − 1, τ).
(34)

Assume that the singular-value decomposition
(SVD) (Zhou et al., 1996) of the output matrix C is

C = U [S 0]V T , (35)

where S is a diagonal matrix with positive, diagonal
elements in decreasing order, 0 is a zero matrix, and U
and V are unitary matrices.

Lemma 1. (Ho and Lu, 2003) For the SVD (35), if X ∈
R

n×n is a symmetric matrix, then there exists a matrix,
X̄ ∈ R

m×m, such that CX = X̄C holds if and only if

X = V diag{X11, X22}V T ,

where X11 ∈ R
m×m and X22 ∈ R

(n−m)×(n−m).

Lemma 2. (Schur complement) (Khargonek et al., 1990)
For any real matrix Σ = ΣT , the following assertions are
equivalent:

1. Σ =

[
S11 S12

� S22

]
< 0,

2. S11 < 0 and S22 − ST
12S

−1
11 S12 < 0,

3. S22 < 0 and S11 − S12S
−1
22 ST

12 < 0.

Note that the dynamic boundary conditions in (30)
reveal that the EID-based ROFMRCS in Fig. 2 is
stable if and only if there exists a semi-positive definite
functional V (k, τ) decreasing monotonically in every
interval [kT, (k + 1)T ] , k ∈ {0, 1, 2, . . .}. Accordingly,
we have the following result.
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Theorem 1. For a given cutoff angular frequency, ωc,
and two positive scalars, α and β, the system (32) is ro-
bustly stable if there exist symmetrical positive-definite
matrices X11, X22, X̄11, X̄22, X3, X4, Y1, Y2, Y3, and
Y4, and arbitrary matrices W1, W2, W3, and W4, such
that the following LMI holds:⎡

⎢⎢⎣
Θ Λ Ξ X
∗ Y Π 0
∗ ∗ Υ 0
∗ ∗ ∗ Y

⎤
⎥⎥⎦ < 0, (36)

where

Θ =

⎡
⎢⎢⎣

Θ11 W4C +BW2C 0 −αωcX1C
T

∗ Θ22 Θ23 −ωcX2C
T

∗ ∗ Θ33 0
∗ ∗ ∗ −2βωcX4

⎤
⎥⎥⎦ ,

Λ =

⎡
⎢⎢⎣

0 0 0 βBW3

0 0 0 0
0 0 0 0
0 0 0 βωCY4

⎤
⎥⎥⎦ ,

Ξ =

⎡
⎢⎢⎣

0 0 αX1N0
T + αCTW1

TN1
T 0

M M X2N0
T + CTW2

TN1
T 0

0 0 −X3Cf
TN1

T 0
0 0 0 0

⎤
⎥⎥⎦ ,

X = diag{αX1, X2, X3, βX4},
Y = diag{−Y1, −Y2, −Y3, − βY4},
Π = diag{0, 0, 0, WT

3 N
T
1 },

Υ = diag{−I, − I, − I, − I},
and

X1 = V diag{X11, X22}VT, (37)

X2 = V diag{X̄11, X̄22}VT, (38)

Θ11 = αAX1+αX1A
T +αBW1C+αCTW1

TBT ,

Θ22 = X2A
T +AX2 −W4C − CTW4

T ,

Θ23 = −BCfX3 + CTW4
TB+T

Bf
T ,

Θ33 = AfX3+X3Af
T +BfCfX3+X3

TCf
TBf

T .

Furthermore, the 2D gains in (28) are

Fp = W1USX−1
11 S−1UT , Fe = W3Y

−1
4 , (39)

and the observer gain is

L = W4USX̄−1
11 S−1UT . (40)

Proof. Let Pi = X−1
i , Qi = Y −1

i , i = 1, 2, 3, . . . .
Choose a Lyapunov functional candidate to be

V (k, τ) = ηT (k, τ)Pη(k, τ)

+

∫ τ

τ−T

ηT (k, s)Qη(k, s) ds, (41)

where

P = diag

{
1

α
P1, P2, P3,

1

β
P4

}
,

Q = diag

{
Q1, Q2, Q3,

1

β
Q4

}
.

Along the time trajectory of (32)

dV (k, τ)

dτ
= ϕT (k, τ)Σϕ(k, τ), (42)

where

ϕT (k, τ) =
[
ηT (k, τ) ηT (k−1, τ) ΓT (k, τ) ΓT

1 (k, τ)
]
,

Σ =

⎡
⎢⎢⎣

AT
l P + PAl +Q PA1l PMl PMl

∗ −Q 0 0
∗ ∗ 0 0
∗ ∗ ∗ 0

⎤
⎥⎥⎦ .

Then, from (32) and (42), we have

dV (k, τ)

dτ
− [

ΓT (k, τ)Γ(k, τ) − ηT (k, τ)ΨTΨη(k, τ)

+ ΓT
1 (k, τ)Γ1(k, τ) − ηT (k − 1, τ)ΨT

1 Ψ1η(k − 1, τ)
]

= ϕT (k, τ)Σ̃ϕ(k, τ), (43)

where

Σ̃ = Σ− Ĩ + Ψ̃T Ψ̃ + Ψ̃T
1 Ψ̃1,

Ĩ = diag{0, 0, 0, 0, 0, 0, 0, 0, I, I},
Ψ̃ =

[
Ψ 0 0 0 0 0 0

]
,

Ψ̃1 =
[
Ψ1 0 0 0 0 0 0

]
.

From (33), (34), and (43), Σ̃ < 0 implies that, for any
ϕ(k, τ) 	= 0,dV (t)/dt < 0. Also, using Lemma 2, Σ̃ < 0
is equivalent to the inequality

Ω=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ω11 Ψ̃ Ψ̃1 Q̃1 Q̃2 Q̃3 Q̃4

∗ −I 0 0 0 0 0
∗ ∗ −I 0 0 0 0
∗ ∗ ∗ −Q1 0 0 0
∗ ∗ ∗ ∗ −Q2 0 0
∗ ∗ ∗ ∗ ∗ −Q3 0
∗ ∗ ∗ ∗ ∗ ∗ −Q4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
<0, (44)

where

Ω11 = Σ− Ĩ − Q̃,

Q̃ = diag{Q1, Q2, Q3, Q4, 0, 0, 0, 0, 0, 0},
Q̃1 =

[
QT

1 0 0 0 0 0 0 0 0 0
]T

,

Q̃2 =
[
0 QT

2 0 0 0 0 0 0 0 0
]T

,

Q̃3 =
[
0 0 QT

3 0 0 0 0 0 0 0
]T

,

Q̃4 =
[
0 0 0 QT

4 0 0 0 0 0 0
]T

.
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Also, from (35), (37), (38), and Lemma 1, there exist

X̄1 = USX11S
−1UT , X̄2 = USX̄11S

−1UT (45)

such that

CX1 = X̄1C, CX2 = X̄2C. (46)

Define {
W1 = FpX̄1, W2 = FpX̄2,
W3 = FeY4, W4 = LX̄2.

(47)

Pre- and post-multiplying the matrix on the left side
of (44) by diag{P−1, Q−1, I, I, I, I, Q−1} yields the
required LMI (36).

Finally, we obtain the controller gains (39) and (40)
from (47). �

Remark 3. Theorem 1 presents an LMI-based sufficient
condition for the robust stability of the closed-loop
ROFMRCS (32). The condition can be used directly to
design the control gains in Fig. 2. Two tuning parameters,
α and β, enable the preferential adjustment of control
and learning actions. More specifically, α is used to
adjust the weighting matrix P1 and β is used to adjust
the weighting matrices P4 and Q4. Thus they change
the feasible solutions, Fp and Fe, in (39). Moreover, the
tuning parameters can reduce the conservativeness of the
robust stability condition (36). For the adjustment of the
control performance, compared with the results of Liu et
al. (2014b), it is more effective to improve both transient
and steady-state tracking performance through adjusting
the gains in the 2D control law.

Note that Theorem 1 does not consider the
information of the size of time delay, T , on the stability.
Since the stability of the system is independent of the
size of time delay, Theorem 1 is conservative to some
extent. But considering that the period of a reference input
changes for different tasks, it is much practical to design
the EID-based ROFMRCS without using the information
of the period. Moreover, it is also known that an MRCS is
not very conservative when T is not very small.

In this paper, we employ the performance index

Jn =
1

2

n∑
k=1

∫ kT

(k−1)T

e2(t) dt (48)

to evaluate the system’s overall performance and use it as
a criterion for the selection of the tuning parameters, α
and β.

In addition, from Theorem 1, the sufficient stability
condition and the control parameters of the EID-based
ROFMRCS in Fig. 2 for the nominal plant{

ẋp(t) = Axp(t) +Bu(t) +Bdd(t),

yp(t) = Cxp(t),
(49)

are given by the following corollary.

Corollary 1. For a given cutoff angular frequency, ωc,
and two positive scalars, α and β, the closed-loop system
(32) for the nominal plant (49) is asymptotically stable
if there exist symmetrical positive-definite matrices X11,
X22, X̄11, X̄22, X3, X4 ,Y1, Y2, Y3, and Y4, and arbitrary
matrices W1, W2, W3, and W4, such that the LMI⎡

⎣ Θ Λ X
∗ Y 0
∗ ∗ Y

⎤
⎦ < 0 (50)

holds, where Θ, Λ, X , and Y are defined in (36). Fur-
thermore, the 2D gains in (28) are

Fp = W1USX−1
11 S−1UT , Fe = W3Y

−1
4 , (51)

and the observer gain is

L = W4USX̄−1
11 S−1UT . (52)

The result of Theorem 1 yields the following design
algorithm for the EID-based ROFMRCS in Fig. 2.

Algorithm 1. Design of an EID-based ROFMRCS.
Step 1. Use the period of the periodic reference input
to determine the delay constant, T , of the repetitive
controller.

Step 2. Design a low-pass filter, q(s), in (5) that satisfies
the conditions (4) and (6).

Step 3. Select a low-pass filter, F (s), in the form of (16),
such that (15) holds.

Step 4. Find values of α and β under the LMI-based
condition (36) for which a Jn is a minimum.

Step 5. Calculate Ke and Ky using Theorem 1 and
Eqn. (31).

4. Numerical example

Assume that the parameters of the uncertain plant (1) are
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

A=

[−1 3
2 −3

]
, B=

[
1
0

]
, Bd=

[
1
1.2

]
,

C=
[
1 0

]
, M=

[
1 0
0 1

]
, N0=

[
0.1 0
0 0.01

]
,

N1=

[
0.01
0

]
, E(t)=

[
sin 0.6πt 0

0 sin 0.6πt

]
.

(53)

Consider the problem of tracking the reference input

r(t) = sin(2πt). (54)

Thus, the repetition period is T = 1 s.
The disturbance

d(t) = k1d1(t) + k2d2(t) + k3d3(t) (55)
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Fig. 3. Simulation results for r(t) and the periodic disturbance
d1(t) in (56).

is added to the plant, where k1, k2, and k3 are constants,
and

d1(t)=

⎧⎨
⎩
0, t<10,
0.7 cos(2πt)+3 sin(2πt), 10 ≤ t≤35,
0, t>35,

d2(t)=

⎧⎨
⎩
0, t<10,
2 sin(πt)+0.2 sin(3πt), 10 ≤ t≤35,
0, t>35,

d3(t)=

⎧⎨
⎩
0, t<0,
2(tanh(t− 9)+tan(t− 10)), 0 ≤t≤35,
0, t>35.

(56)

In (56), d1(t) is a periodic disturbance with the
period of T = 1 s, which is the same as that of the
repetitive controller, d2(t) is also periodic, but its period
is 6 s, which is different from that of the repetitive
controller, and d3(t) is aperiodic. Accordingly, the
repetitive controller can reject d1(t), but it cannot reject
d2(t) or d3(t).

An EID-based ROFMRCS was designed by
following the design procedure in Section 3 using the
Robust Control Toolbox of MATLAB R2015. First, the
cutoff angular frequency of the low-pass filter q(s) was
chosen to be

ωc = 100 rad/s. (57)

Next, since the highest angular frequency of the
disturbance, d(t), is 3π rad/s, the upper bound on the
frequency ωar is chosen to be 10 rad/s. From (15), we

Fig. 4. Simulation results for r(t) and the disturbance d(t) in
(55) for k2 = 1, k1 = k3 = 0 (a), k3 = 1, k1 = k2 =
0 (b), k1 = 0, k2 = k3 = 1 (c).

set

F (s) =
100

s+ 101
. (58)

This choice guarantees not only that the gain of the filter is
very close to one, but also that the phase lag is very small
for ω ≤ ωar. The parameters of the state-space form of
the filter (17) are

Af = −101, Bf = 100, Cf = 1. (59)

Then, according to Remark 3, two tuning parameters,
α and β, in the stability condition (36) allow the
preferential adjustment of control and learning. In the
adjusting process, we employed the index J60 in (48)
to examine the system’s overall performance. Applying
the fixed-step method for α, β ∈ (0, 1000] and the
optimization algorithm

min J60 so that LMI (36) holds (60)
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Fig. 5. Simulation results of the EID-based ROFMRCS for r(t)
and d(t) in (55) for k1 = k2 = k3 = 1.

yielded the best tuning parameters,

α = 107.0, β = 4.0. (61)

The corresponding control gains are
{

Ke = 64.4714, Ky = 1.0022,

L =
[
13.3968 4.9824

]T
,

(62)

and J60 = 0.0306.
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Fig. 6. EID estimate d̃(t)
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Fig. 7. Tracking error for the EID-based ROFMRCS with the
dead zone ([−1, 1]) in the control input.

Simulations were carried out to compare the tracking
performances for both periodic disturbances and aperiodic
disturbances between the conventional ROFMRCS and
the EID-based ROFMRCS.

Figure 3 shows the simulation results for the periodic
reference input, r(t), and the periodic disturbance,
d(t) = d1(t). We find that (a) the conventional
ROFMRCS rejects d(t) in the steady state and (b) the
EID-based ROFMRCS provides much better transient
disturbance-rejecting performance than the conventional
ROFMRCS does.

The simulation results in Fig. 4 show that the
periodic disturbance d2(t) and the aperiodic disturbance
d3(t) degrade the system tracking performance of the
conventional ROFMRCS. Meanwhile, for d(t) = d2(t) +
d3(t), the largest peak-to-peak tracking error of the
EID-based ROFMRCS (Fig. 4 (c)) is 0.0175, and it is only
8.14% of that of the conventional ROFMRCS without EID
compensation.

The simulation results for the EID-based ROFMRCS
are shown in Fig. 5. The closed-loop system is
asymptotically stable and it suppresses the transient
tracking error caused by d(t) = d1(t) + d2(t) + d3(t) for
t ∈ [ 10 s, 35 s ]. From the EID estimate d̃(t) (Fig. 6),
we find that the EID estimator automatically produced
a satisfactory compensation for the total disturbance,
and thereby greatly improved the disturbance-rejecting
performance. Compared with the work of She et al.
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(2010), in which parameter optimization is used to
suppress the periodic uncertainties whose period is
different from the repetition period of the repetitive
controller, we can actively suppress the total disturbance
by adding an EID-estimator into the MRCS, and need not
regulate the parameters by trial and error.

In a practical application, the nonlinearity may
degrade tracking performance. To examine its influence
and verify the validity of our method, we carried out
simulations for the case where there was a dead zone
([−1 1]) in the control input. The simulation result
(Fig. 7) shows that the control system remained robustly
stable and that the steady-state error caused by r(t) and
d(t) = d1(t) + d2(t) + d3(t) was suppressed to a low
level even when there was a dead zone in the actuator.
This implies that the improved RC control law also
compensates effectively for the dead zone.

5. Conclusion

An aperiodic-disturbance rejection method for a strictly
proper ROFMRCS with time-varying uncertainties was
developed in this paper. An EID-based ROFMRCS was
constructed, in which an EID estimator was added to
estimate and compensate the total disturbance, including
uncertainties and aperiodic disturbances with different
frequencies. A robust stability condition was derived,
and the control and learning actions involved in the
RC process were adjusted preferentially by means of
two tuning parameters. The advantage of this method
is that we do not need any information about the
disturbances, nor do we need to construct an inverse
model to compensate for them. It handles the admissible
uncertainties and adequately suppresses the aperiodic
disturbances. Simulation results show that the EID-based
ROFMRCS provides satisfactory tracking and disturbance
rejection performance, even for a dead zone in the control
input. In addition, the results are easy to extend to a
multi-input, multi-output case.
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