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AN EXTENSION OF ADAPTATION ALGORITHMS FOR
2-D FEEDFORWARD NEURAL NETWORKS

Tabpeusz KACZOREK*

The generalized weight adaptation algorithms presented in (Kuschewski et al.,
1993; Zak and Sira-Ramirez, 1990) are extended for 2-D madaline and 2-D two-
layer FNN’s.

1. Introduction

A feedforward neural network (FNN) is a special type of non-recurrent artificial neural
network (ANN). It consists of layers of neurons with weighted links connecting the
outputs of neurons in one layer to the inputs of neurons in the next layer (Chen, 1990;
IJC, 1992; Kuschewski et al.,, 1993; Psaltis et al., 1988; Widrow and Lehr, 1990; Zak
and Sira-Ramirez, 1990). Applications of FNN’s to dynamical system indentification
and control have been considered in (Kuschewski et al., 1993).

In this paper the well-known (Kuschewski et al, 1993; Zak and Sira-Ramirez,
1990) generalized weight adaptation algorithm for the madaline (many adaptive linear
elements) will be extended to the two-dimensional (2-D) case. The generalized weight
adaptation algorithm will also be extended for the 2-D two-layer FNN. A need for
such extension has arisen while solving some practical problems.

2. 2-D Madaline Weight Adaptation Algorithm

A block diagram of the 2-D madaline weight adaptation algorithm is shown in Fig. 1.
It will be shown that the generalized delta rule proposed in (Zak and Sira-Ramirez,
1990; Kuschewski et al., 1993) can be extended for the 2-D madaline.

Let § :IR® — IR™ be an operator, for example
sgn(zy)
0(z) = : , sgn(zp) = {

sgn(zn)

+1 if 2 >0
~1 if 25 <0

Wi; is a weight matrix with real entries depending on i and j and ¢,j € Z,,7, is
the set of non-negative integers. Let

€ij = Yd — Yij ) (1)

be the error vector at the point (i, ), where 4 is the desired output vector, y;; is
the output vector at the point (3, 7).
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Theorem 1. If the weight matrizc Wi; of the 2-D madaline is adapted according to
the rule

Wit =Wigr; + Wijg — Wu + AW;; 2)
where
0T (z )
AWU - (AEH-l,j + B@i,j+1 + Ceij)ﬁ Zf QT(I).’E __,é 0
0 if 7 (z)z =0

and the matrices A, B, C are chosen so that all the roots (zero-manifolds) of the
equalion

det|Tz12y + (A—I)zy + (B = Das + I + c} =0 (3)

are located in the unit bidisk U = {(z1,23) € CxC: |z1] < 1, 22| < 1} (T is the
field of complex numbers), then the error vector e;; converges asymptotically o the
zero vector for © and j tending to infinity.

Proof. Using (1), (2) and y;; = Wijz we have
€id1,j41 = €i4l,j — €5 5+1 T €j = —Yit1,4+1 + Yit1,5 + Yi,j+1 — Yij
= —(Witrj41 — Wigr,j = Wajp1 + Wij)z
= —(Aeiy1; + Beij1+ Ceij)  if 07 (z)z #0
and

eit1,j+1 = (I = Aeirr; + (I — Beijr — (I + C)eyj (4)
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The characteristic equation of (4) has the form (3). If all the roots of eqn. (3) are
located in the unit bidisk, then the vector e;; converges asymptotically to 0 for i
and j tending to infinity (Ahmed, 1980; Fernando and Nicholson, 1985; Fornasini
and Marchesini, 1980; Kaczorek, 1985). =

If A =B = —C = I, then from (3) we have z; = z3 = 0. A 2-D mada-
line adaptation algorithm with z; = 2z = 0 will be called the deadbeatf one. Let
A=ual, B="bI and C =cl. Then

det [Izlzg +(A-Dzy+(B—IDNzg+ 1+ C]

:[zlzz+(a—1)zl+(b_1)z2+1+c]n:0 (5)

It is easy to see that all the roots of eqn. (5) are located in the unit bidisk if for
example a =b=1 and |c+ 1| < 1.

3. 2-D Two-layer FNN Weight Adaptation Algorithm

A block diagram of the 2-D two-layer FNN weight adaptation algorithm is shown
in Fig. 2. The input vector z € IR" is constant (independent of 7 and j), W €
IR™x™ and W2 € IR™*X™ are weight matrices with real entries depending on i
and j (4,7 € Zy), z; € R™, v;; € IR™ are real vectors, I' : IR"™ — IR™ is an
activation operator satisfying the condition I'(—z;;) = —I'(2;;) for all 4,5 € Z; and
ya € IR™, y;; € IR™ are the desired output vector and the current output vector at
the point (i, j), respectively.

T Wzl'j T o W Output vector

Input Uy g ) " Yis
vector
- Error — Desired
Adaptation | vector output vector
algorithm ei; \__J Ta
Fig. 2.
Let
€ij = Ya — Yij (6)

be the error at the point (i,5) and #; and @; be some non-linear operators.

Theorem 2. If the weight matrices Wig-, VV% of a 2-D two-layer FNN are adapted
according to the rule

W1 = Whj + WEi +WE+ AWE L+ AWE L+ AWE, k=12 (7)

)

where

1 _ 1 — 1
Wity = Wijn =Wy

7
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2207 (z) .
—_— X L 6T 0
0 if 07 (z)z=0

_ Aeiy,i05 (vij)
07 (vij)vij
0 if 6% (vij)vij =0

if 0% (vij)vi; #0
AWi2+1,j =

iLj+1
0 'lf gg(llij)l/ij =0

_ Cewﬁz (vi5)

2W2
(VU)VU

if 0% (vij)vi; #0
Zf 9%1(1/”')7/1']' = 0

B,C are chosen so that all the roots (zero manifolds) of the

Be; +1€2(1/Z) .
aw; *{ B gy A0
o {
A,

and the mairices
equation

det 12122*(I+A)Zl—(I+B)22 —f—I——C’ :0 (10)

are located in the unit bidisk, then the error vector e;; converges asymptotically to
the zero vector for ¢ and j tending to infinity.

Proof. Using (6), (7) and z;; = Wiz, vij = T(zi;), vij = Whvs; we obtain

€idl, 41 — Cidl,j — €ij+1 T €5 = —VYig1 41 + Yit1,5 + Yij+1 — Yij
_ 2
= =W jpvisrjet + Wi jvien; + Wi — Wi

=-Wa; [F(Zi+1.j+1) - F(Zi+1,j)] - Wi [F(Zi+1,j+1) - F(Zi,j+1)]

-Wj [F(Zz‘+1,j+1) + F(Zij)} AW 5T (zig,541)
—AWE; 1T (zig1,541) — AWET (2i41,541)
From eqn. (8) it follows that
Zitlyj = Zij+1 = T
and using (7) we have

1
Zigl,j41 = VVZ+1’]+1$ = Zi41,5 + z; g1 + 255 + AW’L+1 Jiﬂ + AW ]+17: + AVI/ZJJT

224107 (2)z
= zigrj + AW jo = zig1j — —%T’](a:l)% = —zZit1 (11)
1
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Taking into account expression (11), the assumption I'(—z;;) = —I'(z;;), and eqn. (9)
we obtain

Eit1,j+1 T €ikl,j = Cij+1 T €

= Q(VViZ—H,]’F(zi+1J) + W2 T (2,41) = WZ%-T(ZU))

_<AWi2+l,j + AW+ AVW})W = Aeiy1,j + Beijy1 + Ceij
and
eiv1,+1 = (I + A)esp1; + (I + B)ei j41 + (C — Ies; (12)

If all the roots of eqn. (10) are located in the unit bidisk, then the vector e;;
converges asymptotically to 0 for 7 and j tending to infinity (Ahmed 1980; Fernando
and Nicholson, 1985; Fornasini and Marchesini, 1980; Kaczorek, 1985). [ |

4. Concluding Remarks

The generalized weight adaptation algorithms have been extended for 2-D madaline
and 2-D two-layer FNN’s. Theorem 2 can be extended for 2-D three-layer FNN and
generally for 2-D n-layer FNN’s (n > 2). Note that for the adaptation algorithm (7)
another choice of AWi’nyj, AWi’fjH, and AWi’;. for £ = 1,2 can also guarantee the
convergence of e;; for ¢,7 — oo.

With slight modifications the above considerations can be extended for n-D,

madaline (n > 2) and n-D many-layers FNN’s,
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