Appl. Math. and Comp. Sci., 1997, Vol.7, No.3, 513-520

UNREACHABILITY AND UNCONTROLLABILITY OF 2-D
LINEAR SYSTEMS WITH BOUNDED INPUTS

Tapeusz KACZOREK*

It is shown that the general 2-D model, with constant coefficients, of linear
systems with bounded inputs and bounded norms of input matrices is not locally
reachable and locally controllable if the norms of its system matrices are less
than or equal to one. The classisal 2-D Roesser model with bounded inputs and
a bounded norm of input matrix is not locally reachable and locally controllable
if the norm of its system matrix is less than or equal to one. Similar results have
been proved for the models with variable coefficients.

1. Introduction

The most popular models of two-dimensional (2-D) linear systems are the discrete
models proposed by Roesser (1975), Fornasini and Marchesini (1976; 1978), and Kurek
(1985). A survey of the current state of the theory of 2-D linear systems is given in
(Kaczorek, 1993; Lewis, 1992; 1995).

Tt is well-known (Mohler, 1991) that the linear continuous-time system £ = Az +
Bu with % bounded is not completely controllable if the eigenvalues of the system
matrix A have negative real parts. Similarly, the linear discrete-time system z;; =
Az;+Bu; with u; bounded is not completely reachable (controllable) if the eigenvalues
of A have magnitudes less than one.

In this short paper, a counterpart of 2-D linear systems described by the general
model and the 2-D Roesser model will be established. It will be shown that the
general 2-D model with bounded inputs and bounded norms of input matrices is not
locally reachable and locally controllable if the norms of its system matrices are less
than or equal to one.

2. Preliminaries
Consider 2-D linear systems described by the state equations (Kurek, 1985)
Tit1,j+1 = Aoij + A1Tig1,5 + AaTij4+1

+ Bo’u,ij + Bitit1,; + Bou; 11 i,] €Ly (1)
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where z;; € R™ is the local state vector at the point (%,7), u;; € R™ is the input,
Ay € R**" By € R**™, t = 0,1,2, Z, is the set of nonnegative integers and
R *™ (R™) is the set of n x m (n-dimensional) real matrices (vectors). The boundary
conditions for (1) are given by

zp for i>0 and =z for j>0 (2)

The solution z;; of eqn. (1) with (2) is given by (Kaczorek, 1993; Kurek, 1985)

i j
ij = > Tiopj-1 (A170 + Brug) + > Tio1j—g (Aazog + Bauog)

p=1 g=1
i1 j—1
+ Y Tip1jo1AoTpo + 3 Tio1,j—q-1A0T0,
p=1 q=1
i—1 -1 (3)
+Ti15-14000 + Y O Timp—1,j—q-1Botpg
p=0 ¢g=0
g
+ D2 (Timp1j-gBiTipjq-1B2) Upg ,j € Ly
p=0 q=0

where T}, is the transition matrix of (1) defined as follows:
Too :=1 (the identity matrix)

qu = AQTp_lyq._l + AlTp,q_l + Angfl’q for 1,7 € Z.|_ and i+ 45 >0 (4)

Tpe :=0 (the zero matrix) for p < 0 and/or ¢ <0

Definition 1. The system (1) is called locally reachable at (h, k) if for any boundary
condition (2) and every vector zy € R™, there exists a sequence of inputs u;; for
(4,5) € Dpp := {(1,J) €Z4xZ4:0<i<h, 0<j <k, i+ J#h+k} such that
Thk = Tf.

Definition 2. The system (1) is called locally controllable at (h, k) if for any boundary
condition (2) there exists a sequence of inputs u;; for (4,7) € Dpy such that zxs = 0.

3. General 2-D Model with Constant Coeflicients

Let us denote by [|A|| the norm of a matrix A and by ||z|| the associated norm of
a vector z (|| Az|| < || Al{l«]).

Lemma 1. Let [|A¢|| <m <1 for t = 0,1,2. Then || Tyl satisfies the inequality

“qu“ <32'm for pq€Zy (p+gqg> 0) (5)
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Proof. Using (4) and (5) it is easy to check that the hypothesis is true for the pairs
(1,0), (0,1) and (1,1), since

1Tl = lA2ll < 3m,  ||Toill = [|Asll < 2m

701l = | 4o + A1 Az + A2 Aq|l < || Aol + 2[|As][| A2l < 6m

Assuming that the hypothesis is true for the pairs (¢,7), (i + 1,7) and (4,5 +
1), i +j > 0, we shall show that it is also valid for the pair (i + 1,5 + 1). Using (4)
forp=i+1, ¢ =7j+1 and the well-known properties of the matrix norm we obtain

(Tis1,5410l = N AoTi; + ArTig1,; + ATy jall < Aol Tisll + 1AL Tiva 51
+ | A2ITs 5]l < 327m + 37F127m + 37274 m < 37H127H
Therefore the hypothesis (5) is true. u
For simplicity it is assumed in (1) that Bo = B, By = B =0, i.e.
Tir1,5+1 = Aoty + A1Zig1j + Asxigji1 + Buiy 1,5 € Ly (6)
It is also assumed that
|Bll=b< o0 (7

Without loss of generality it may be assumed that the boundary conditions (2) are
zero. In this case, from (3) for By = B, B; = By = 0 we get

i—1j—1

zij =93 TpgBuip1,j—g-1 4§ €Ly (i+35>0) (8)
p=0¢=0

Taking into account (5) and (7) from (8) we conclude that

i-1j—1 i-1j-1
lzisll = 130N TogBrip1j-gall < DD I TpalllBlilltip—1,5—g-1ll
p=0¢=0 ’ p=0 ¢=0
i-1j-1 i-1j-1
< S Y satmbu <Y 0D 3P2%u 9)
p=0¢=0 p=0 g=0
where
[luijll <u<oco forall 4,5 €Zy (10)

From (9) it is easy to show that if (10) holds and
|4l €1 for t=1,2,3 (11)

then for a given arbitrary point (h,k) there is no bounded sequence wi;(i,j) for
(i,7) € Dy = {(5,§) €EZyxZy: 0<i<h, 0<j <k} satisfying (10) for every

zs such that zhe = zy. For example, if |[z¢]| > 22;3 ’;;3 3729bu, then there is
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no sequence u;; satisfying (10) for (¢,7) € D;lk such that zpr = z5. Therefore the
following theorem has been proved.

Theorem 1. The system (6) is not locally reachable at any point (h, k) if (7), (10)
and (11) hold.

Remark 1. It can be shown that if » and k are finite, then the system (6) is not
locally reachable at (h, k) provided that the sequence u;; is bounded and the norms
|| B|| and ||A¢]|, t = 1,2, 3 are also bounded.

Example 1. Consider the system (6) with

1 3 0
Ag=0, A= , Ag=

1 2 0
B= (12)
610 2

-2 -1 1

il

and zero boundary conditions for h = 2 and k£ = 1. It is easy to check that the
system (6) with (12) is locally reachable at (2,1) for unbounded inputs u;;, since
(Lewis, 1992; Kaczorek, 1993)

0 2
rank [B, A3B] = rank =2
1 -1

Let ju;;| <u=1for (i,5) € Dy and x5 = [3 2]7. In this case, from (8) we have
To1 = AzBUoo + B’ulo (13)

Taking ||z]| = maxici<n |zi| for the vector o and ||A]| = maxicicn )y |ay] for
the matrix A = [a;;] we obtain ||As|| = 3/4, ||B]| = 1 and from (13) ||za1] <
421l Bllluooll + I Bllllutoll < (7/4)u.

Note that in this case there is no sequence satisfying |u;;| < 1 for (4,5) € Dy
such that 31 = x5 = [3 2|7, since ||z¢|| = 3. Therefore the system is not locally
reachable at (2,1) if |us;| < 1 for (4, ) € Dy;. ¢

Now let us consider the local controllability of the system (6) with nonzero bound-
ary conditions (2). Define

i 7 2—1
Toc(i, 1) = Z Tipj-1413p0 + 3 Tio1,j—qAamo, + D T p1,j-140%p0
p=1 g=1 p=1
i1
+ Y Ti1,j—g-140%0g + Ti-1,j—140%00 (14)
g=1

For arbitrary conditions (2), (14) is an arbitrary vector in R™.
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Using (3) and (14) we may write the solution x,; of (6) with nonzero boundary
conditions in the form ’

i—1j—1

Tij = Toc(3,5) + Z ZquBuivp—l,j—q—l (15)

p=0¢=0

From comparison of (8) with (15) it follows that for ¢ = h, j = k and xpx = 0
we obtain the same relations as in the reachability case if we take 25 = —xp.(h, k).
Therefore we have the following result.

Theorem 2. The system (6) is not locally controllable at an arbitrary point (h, k) if
(7), (10) and (11) hold.

Similarly, we may prove for the system (1) the following.

Theorem 3. The system (1) is not locally reachable and locally controllable at an
arbitrary point (h, k) if (7) and (10) hold and

|1Bsl| <00 for t=1,2,3 (16)

4. 2-D Roesser Model with Constant Coeflicients

Consider the 2-D Roesser model (Roesser, 1975).

h k

LA Tt A A B

i+1,5 = A 1J + Buz’j, A= 11 12 , B = 11 (17)
T i1 | =3 A1 Ago Baa

where zf] € R™ is the horizontal state vector, z}; € R" is the vertical state vector,
u;; € R™ is the input.

It is well-known (Kaczorek, 1993) that defining

h
)
v

z
Tij =
z

we may write (17) in the form

A1 Aqe 0 0
Titl,j41 = Zig41 + Tit1,j
0 0 A1 Az
B 0
U j+1 + Uit,) (18)
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It follows from a comparison of (18) with (1) that the Roesser model (17) is a special
case of (1) with

0 0 A A
Ag=0, A= , Ay = o
Agr Ay 0 0
0 B
By =0, B;:= , Bg:=
By 0

Therefore from Theorem 3 we have

Theorem 4. The Roesser model (17) with bounded inputs u,; is not locally reachable
and locally controllable at an arbitrary point (h, k) if

Al <1 and |IB|l < oo (19)

5. Extensions for 2-D Models with Variable Coefficients

Consider the 2-D Roesser model with variable coefficients

h h

141,57 13
= Ay + Bijui; (20)

v ¥

1,3+1 4]

where z;, z¥; and u;; are defined in the same way as for the model (17) and the
entries of

ALl 412 Bl

Aij = I 4 and Bij = *
21 22 2

Ay A B

depend on 7 and j.
The transition matrix ;7 of (16) is defined as follows (Kaczorek, 1993):

T2 :=1I (the identity matrix) for p,q € Zy
ij . A10 i—1,7 01 1,j—1
TP?J T AP-I,qTP—I,q + Ap,q—lTP,q—l

T,;:=0 (the zero matrix) for ¢ <0 and/or

J <0 and/or p< 0 and/or ¢ <0

where
11 12
401 L= Ap—l,q Ap—l,q 10 _ 0 0
p—1,q " ’ pg—1
21 22
0 0 Ap,q—l Ap,q—l
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The solution to (20) with boundary conditions zf;, j € Zy, z}, ¢ € Z4 is given by
(Kaczorek, 1993)

X ETZ k,j 0 ZT,J 1

ij Lo

i—1 3 o Bl . 0
DI R o @

k=0 1=0 kl

Likewise, using (21) and (22) the following theorem can be proved:

Theorem 5. The 2-D Roesser model (20) with variable coefficients is not locally
reachable and locally controllable at an arbitrary point (p,q) if the input sequence u;;
is bounded,

”Az]” <1 and ”B”“ <oo for all i,j € Zy (23)

Similar results can be obtained for the 2-D general model with variable coeflicients.

6. Concluding Remarks

It has been shown that the general 2-D model, with constant coefficients, of linear
systems with bounded inputs is not locally reachable and locally controllable if (7),
(10) and (16) hold. The 2-D Roesser model (17) with bounded inputs is not locally
reachable and locally controllable if the condition (19) is satisfied. If the coefficients
of 2-D Roesser model are variable, then the conditions (19) should be replaced with
the conditions (23). With slight modifications the considerations can be extended to
n-D linear systems, n > 2. An open problem is an extension of the considerations to
singular (implicit) linear systems.
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