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REGULARISATION OF SINGULAR 2D LINEAR
MODELS BY STATE-FEEDBACKS

TaDEUSZ KACZOREK*

New necessary and sufficient conditions are established under which the singular
2D first Fornasini-Marchesini model and the singular 2D Roesser model can
be regularised by state feedbacks. Some procedures for computation of the
respective feedback matrices are given and illustrated by numerical examples.

1. Introduction

The regularisation of singular (descriptor) linear systems by state and output feed-
backs has been considered in many papers (Bunse-Gestner et al., 1992; 1994; Oz-
caldiran and Lewis, 1990). In (Bunse-Gestner et al., 1994) it was shown that pro-
portional and derivative output feedback controls can be constructed such that the
closed-loop system is regular and has index at most one. The regularity guarantees the
existence and uniqueness of solutions to singular linear systems (Campbell, 1980; Kac-
zorek, 1993; Klamka, 1991; Ozcaldiran and Lewis, 1990). The regularisation problem
by state-feedbacks for singular 2D Roesser and singular 2D first Fornasini-Marchesini
models has been formulated and necessary and some sufficient conditions have been
established in (Kaczorek, 1997). The subject of the paper is to present new neces-
sary and sufficient conditions under which the singular 2D first Fornasini-Marchesini
model and the 2D singular Roesser model can be regularised by state feedbacks. Some
procedure will be presented for computation of the appropriate feedback matrices.

2. Problem Statement
2.1. Singular 2D First Fornasini-Marchesini Model

Let RP X9 be the set of real pxgq matrices and RP := RP*!. Consider a 2D lin-
ear system described by the singular first Fornasini-Marchesini model (Fornasini and
Marchesini, 1978; Kaczorek, 1985; 1993; Klamka, 1991; Kurek, 1985):

E.”L‘i+1’j+1 = Aomij + A1$i+17j =+ Azxi'j_H + Buij, 'L,] S Z+ (1)

where z;; € R" is the semistate vector at the point (4,7), u;; € R™ stands for the
input vector and E, A € R™*" k =0,1,2, B € R*™*™. Moreover, Z4 is the set of
nonnegative integers.
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Definition 1. The model (1) is said to be regular if

det [Ez120 — Ao — Arz1 — Aozs] #0  for some (z1,2) € C? (2)
where C is the field of complex numbers. The model (1) is called singular if

det [Ez125 — Ag — A121 — Agzs] =0 forall (21,2) € C (3)

It is assumed that the model (1) is singular and

rank B =m (4a)

det E=0 (4b)
Let a state feedback for (1) have the form

ui; = Kxij + vij (5)
where K € R™*™ and wv;; is a new input vector. Substitution of (5) into (1) yields

Ezi1501 = (Ao + BK)zy + A1%iy1,5 + Aoz ji1 + By (6)

The regularisation problem for (1) by (5) can be stated as follows.

Problem 1. Given matrices E, Ag, A1, A2 and B of (1), find a feedback matrix X
of (5) such that the closed-loop system (6) is regular, i.e.

det [Ezlz2 — Ao —BK — Ayz — Azzg] #0 for some (z1,2;) € C? (7)

2.2. Singular 2D Roesser Model

Consider a 2D linear system described by the singular Roesser model (Kaczorek, 1985;
1993; Klamka, 1991; Roesser, 1975)

h h
E x;’)'H’J =A :1;'10] + Buj, i,j] € L4 (8)
1,5+1 tj

where wi‘] € R™ is the horizontal semistate vector at the point (s, j), zy; € R™

denotes the vertical semistate vector at the point (4, ), u;; € R™ is the input vector,

E E A A ‘
B= E11 E12 AT A11 A12 v Bi, Apn € R™™, 0 Epp, Agpy € R™X™2
21 L£22 o1 Ao
B
B = 11 , Bl]_ e Rﬂl Xm’ B22 E Rng xXm

Bso
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Definition 2. The singular 2D Roesser model (8) is said to be regular if

—Ellzl — A1 Eipzg — A12- 2
det # 0 for some (z1,22) € C 9
_E2121 — Ay FEyazo — A22_ ( )
The model (8) is called singular if
_ _ A
det Bun = Ay Bum = A 0 for some (2z1,29) € C (10)
| E2121 — A21 Eppzp — Am|

It is assumed that the model (8) is singular and

rank B =m (11a)
detE =0 (11b)
Let a state feedback for (8) have the form
Uiy = F vJ + Vij (12)
Lij '

where F' = [F1,F), F1 € R™™  F, € R™*™ and v;; is a new input vector.
Substitution of (12) into (8) yields

E | Wil = (A+ BF) | 9| + Buy, 4,j€Zy (13)
Lii+1 ij

where

An+BuF A+ Buk

A+ BF =
A1 + BoaF1 Az + By Fy

(14)

The regularisation problem for (8) by (12) can be stated as follows.

Problem 2. Given matrices E, A, B of (8), find a feedback matrix F of (12) such
that the closed-loop system (13) is regular, i.e. 4

Byiz1 — Ay — BuuFy Eiazo — Az — B By
Ea121 — Aoy — Ba: i Eagzo — Agy — Boa By

det #0 for some (z1,22) € C* (15)

Some new necessary and sufficient conditions will be established under which
Problems 1 and 2 have solutions and appropriate procedures for computation of the
feedback matrices K and F will be given.

3. Problem Solution
3.1. Testing Regularity and Singularity of the Model

The pencil [Az + B] is said to be reqular (Kaczorek, 1993) if
det [Az+ B] #0 for some z € C (16)
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Lemma 1. The model (1) is regular if one of the following conditions is satisfied:
i) at least one of the matrices E, Ay, A1 and Ay is nonsingular,
ii) at least one of the pencils [Ez — As], [Ezy — A1), [A121 + Ao], [A222 + Ag] is

reqular.

Proof. Suppose e.g. that A; is nonsingular. Then det[Ezjza — Ag — A121 — Aszs] =
det A, det[A;lEzlzz - Al_le — I,z — Al"lAZZQ] # 0 for some (z1,2) € C?, since
det A; # 0 and det[AflEzlzg—Al_le—Inzl—Al_lAgzz] # 0 for some (21, 22) € C2.
The proof of (i) in the remaining cases is similar.

From the equality
[Bz1z2 — Ao — A121 — Azzo] = [22(Bz1 — A2) — (A121 + Ao)]
= [21(Ezy — A1) — (A222 + Ag))

and (16) it follows that if at least one of the pencils [Ez; —As], [Fz2—A1], [A121+ A4o],
[Aszs + Ap] is regular, then (2) holds and the model (1) is regular. n

For checking the regularity of the model (1), the 2D shuffle algorithm can be
used (Kaczorek, 1993).

Lemma 2. If the model (1) is regular, then

rank [E Ag Ay Ag] =n (17a)
and
E
Ag
k = 17b
ran 4, n (17b)
Ay

Proof. From the equality

I,z129
_In
[Ezlzg - Ao - A121 - AQZQ] = [E Ao Al Ag] Iz
—dn<l
—In22
E
A
= [Inarzs = In = Inza ~ Inza] A(l)
A

it follows that (2) implies (17a) and (17b). ]
From Lemmas 1 and 2 we have the following colloraries:

Collorary 1. If the model (1) is singular, then E, Ag, A1, A2 are singular.
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Collorary 2. If
rank [E Ag Ay Az] <n

or

E

Ao
k <
rank | | <n
Az

then the model (1) is singular.

3.2. Singular 2D First Fornasini-Marchesini Model

Definition 3. The model (1) is called regularisable by state feedback (5) if there
exists a feedback matrix K such that (7) holds.

Theorem 1. The model (1) is regularisable by state feedback (5) only if
rank [E Ao A]_ Ag B] =n (18)

Proof. From the relation

Inzi29
. -I,
[Ez120 — Ag — BK — A1z1 — Aszo] = [E Ag A1 Ay B] | I,z | (19)
.
-K
it follows that there exists K such that (7) holds only if (18) is satisfied. [ |

Theorem 2. The model (1) is regularisable by state feedback (5) if at least one of
the matrices [Ag B], [A1 B], [A2 B], [E B] has full row rank.

Proof. The condition (7) is satisfied if
det [Ag + BK] #0 (20)
since
det [EZ]_ZQ - Ao — BK — Alz]_ - AQZQ] = det ['— (AO + BK)]
21—_—0

22:0

It can be shown (Kaczorek, 1996) that there exists a feedback matrix K such that (20)
holds iff

rank [AO B] =n (21)
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If (21) holds, then there exist nonsingular matrices P € R**", Q € R™*™ of ele-
mentary row and columns operations such that

I, 0
0 @

A4, 0 B
0 B, 0

P[4, B] = (22)

where Ay has full row rank, rank Ay = rank Ag =7, B € R("‘T)"(”‘T_) is nonsingu-
lar, and B; € R"*(m=n+7) Note that if n =7 + m, then the matrix B disappears.

Let A; € R™7)*" be a matrix such that the matrix ["i“] is nonsingular. Then

A
for
BA
K=Q |2 ™ (23)
0
we obtain
&) [o B][Br4]  [4
Pl|Ay + BK| = + | - < = | _
[4o ] 0 s 0 0 A,
Let us assume that
rank [A; B] =n (24)

and rank[Ay B] < n. It will be shown that if (24) holds, then there exists K such
that the pencil [A;2; + Ao + BK] is regular.

If (24) holds, then there exist nonsingular matrices P € R**", Q € R™*™ of
elementary row and columns operations such that

I, 0 0 I,z
P[Alzl +A0 -I-BK] :P[Al Ao B] 0 1, O I,
0o 0 Q| |0k
- I,
_[4 4 B o]
o 0o o B "
L 2ok
F_ - _
Alzl +A(] B1 0 -1
= _ K 25
o e (25)

where the matrix [A; Ay] has full row rank equal to rank[A; Ao] =7 and B, €
R(=7)x(7=7) is nonsingular.

Let A € R 7)x" be a matrix such that [Alz?’a"] is nonsingular for some
z1 € C. Then for

0

K=Q 514 (26)
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we obtain
Ajz + A B 0] _ A1z + Ao
i +[0 B, “ lK:[ i ] @7
Therefore, by Lemma 1, the model (1) is regularisable by (26) if (24) holds. If
rank [4; B] =n ‘ (28)
the proof is similar. ‘
Now it will be shown that if
rank [E B] =n _ (29)

and rank [Ag A1 Az B] < n then there exists K such that (7) holds. If (29) is
satisfied, then there exist nonsingular matrices P € R™", ¢) € R™*™ such that

P[E212'2 - A() — BK — A]_Zl - AQZQ]

P[A]Zl + Ay -I-BK] = [

I, 0 0 0 O I,2129
6 I, 0 0 O -1,
=P[EABA 4]0 0 Q 0 0} |-Q7'K
0 0 011, O —In21
0 0 0 0 I, =1z
Inz120
. . . -1,
_[B 4 B0 4 A2] o-ik
00 0 By 0 0
= —Inzl
-”InZQ
Bzizg — A12z1 — Agzo — Ag B; 0 -1
il 0 o BJQ K (30)

where the matrix [E Ay A, Ag] has full row rank equal to rank[E Ag A; As] =7
and B; € R(n—r)x(n=r) jg nonsingular.

Let A € R®=")x" be a matrix such that [Ezl”?_“hf/;“i”rfx"] is nonsingular

for some (z1,22) € C2. Note that such A exists, since by (29) B, is nonsingular.
Substitution of

0

K=Q By'A (31)

into (30) yields
EZ]_ZZ - Alzl - /ing — Ao
—A
Therefore the model (1) is regularisable by (31) if (29) holds. =

P[EZ]_Z2 — Ao — BK - A1z1 - AQZQ] = {
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Example 1. Consider the model (1) with

10 -10

= 00 00O 4,
-20 00
00 00
100 1

1

Al = 0 0 0 ] A2
-2 00 -2
000 O

It is easy to check that the model (1)
satisfies the condition (21), since

0 10 2
-1 10 2
Tl 0 -20 -4
1 -10 -2
- (32)
0 100 1 0
_ o 0107 B | 0 1
0 -2 0 0 -2 1
[0 010 1 -1

with (32) is not regular and the pair (4o, B)

0 10 2: 1 0
1 10 2°0 1
rank [AO B] = rank =4
0-20 -4:-2 1
1-10 -2° 1 -1
In this case we have
1 -1 0 -1
p- -2 1 -1 0 , Q= 10
2 0 1 0 01
0O 1 0 1
and
0102 00
A - ~ 1
pag= bt roz) o o] _joo 5 o
0 0000 By 01 10
00O0O0 10
Choosing A; =[395§9], from (23) we obtain
By'A; 0001
K= 2 — 33
@ 0 I:O 01 O] (33)
and '
0102
Ay -110 2
Pl|Ag+BK|=|_| =
[40 + BK] . 0010
0001
It is easy to check that the closed-loop system (6) with (33) is regular. ¢
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Example 2. Consider the model (1) with
1 0-10 (0 10 2
1 -1 0 -2
o 0 00 Ay = 0
-2 0 20 0 -2 0 —4
0 -1 00 11 10 2
_ (34)
100 1 0 100 1 0
-1 1
A = 000 O Ay = 0 00  B= 0
-2 00 -2 0 -200 -2 1
000 O 10 100 1 -1

Tt is easy to check that the model (1) with (34) is not regular and the conditions (21),
(24) and (28) are not satisfied, but

rank [E B] = rank

1 0-10:1 0
0 1 00: 0 1
-2 0 20:=2 1

0 -1 00: 1 -1

Therefore, the condition (29) is satisfied and there exists K such that (7) holds. In

this case we have

1 -1 0 -1
- -1 — 1
po | 0L o 0
2 0 1 0 01
0 1 0 1
(£ Ay Ay A,
P[E Ay Ay Ay] =
(B A0 Ay Ao] 00 0 0
10-10:0102:1001:0100
11-10:0000:1001-0000
I
00 00:0000:0000:0000
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Choosing A = [2919] and using (31), we obtain
0 ] [ooo1 )
o010

B4,
—Ezlz2 - Alzl - A222 - /io
-4

K=Q

Hence

P[Ezlzg - Ag — BK — A1z1 - AQZQ} =

(2129 — 21 —29—1 —2929 —2 —2

_ 2129 — 21 Z129 —Z129 —21
- 0 0 ~1 0
0 0 0 -1

Therefore the model (1) with (34) is regularisable by (35).

If (4a) holds and n > m, then there exists a nonsingular matrix P € R**" of
elementary row operations such that

pp=|P (36)
0
where B € R™*™ is nonsingular.
Using (36), we obtain
1,212
\ _In
P[Ez1z5 — Ay — BK — A1zy — Ayzy| = P[E Ay Ay Az B] | —Inz
—in22
-K
Iz 29
By Aw An An B]| "
=|_" - - - —In2 (37)
Ey Aoz Aia Az 0
—In2
-K

where
By An An An
Ey Ay Az Ass

Ey, Ag, Ar1, Ay € RMX
Es, Aoz, A1a, Agy € RIB—m)xn
‘ ¢

:P[EAO A1 Az],
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Theorem 3. The model (1) is reqularisable by state feedback (5) if and only if

rank [Egzlz2 — Aoz - Alzzl — Agzzz] =nN-—m fOT‘ some (2’1,22) S (C2 (38)

Proof. From (37) we have

Ei1z120 — Aoy — BK — Ajyzy — Az 2o

p[EZ1Zg—A0—BK—A121 —AzZQ] - EQler) _ AOQ . A12z1 —'Anzz

(39)

Let the condition (38) be satisfied for (27,23) € C*. Then it follows from (39)
that there exists a matrix K such that (7) holds for (29,29) € C?, since B is
nonsingular. It is easy to see that if (38) does not hold, then there does not exist any
matrix K such that (7) holds. u

The condition (38) can be checked with the use of Lemma 1 or the 2-D shuffle
algorithm (Kaczorek, 1993).

Example 3. Consider the model (1) with

10 -10 0 0 2
- 2
p_| 00 00 |- 0
20 20 2 0 -4
00 00 L1 <10 -2
(40)
100 1 0 1 00 1 0
1 1
4= | 01O OO0 ol p_| 01
-2 00 —2 0-2 00 —2 1
000 O 0 0 -10 0 -1

It is easy to check that the model (1) with (40) is not regular and it does not satisfy
the conditions of Theorem 2. In this case for n =4, m =2 and

10 00
B 20 10
: -21-10
01 01

we have

P[EA A A B]: El AOI All AZl B
o Ey Agy A1p Az O

10-10: 0102:1001:0100°:
00 00: 0000:0000:0000:
= : : : : (41)
00 00:-1102:0100:0010:
00 00: 0000:0100:0000:
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and

E i ) ) 1 =2z -1 -2z -2
rank [Fyz125 — Aop — A1221 — Ajz2y] = rank A “ =2
0 -z 0 0

for some (21, 22) € C?. Therefore the condition (38) is satisfied and the model can
be regularised by state feedback.

From (41) we have

_ - - - 2129 — 21 —29—1 —2129 —2z1 —2
[Brz120 — Aoy — Anizn — Agi2p) = { ! 20 ! 20 01 2 10 } (42)
and
B 10
01
Choosing e.g.
0000
K= 43
[0 01 0} (43)
we obtain

[z120 — 21 —23— 1 —2129 —2 — 2

P[Ezlz2 - Ao — BK — Alzl — A222] = 1 » 1 z 9
—z1 — — 29 —
—2Z1 0 0

and

det [EZ]Z2 — A() — BK — A1z1 - A222]

Z129 — 2 —Z29 — 1 —Z2129 —RXk1 — 2

= det P! det 0 -1 0
—-z21—1 —2 -2
0 -1 0 0

=2 (22 +2)+ 2(z129 — 1)

Therefore the closed-loop system (6) with (40) and (43) is regular. ¢
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3.3. Singular 2D Roesser Model

Definition 4. The model (8) is called regularised by state feedback (12) if there exists
a feedback matrix F' such that (15) holds.

Theorem 4. The model (8) is regularisable by state feedback (12) only if

Eyn Eip A Az B
Ey By Asn Az Bao

rank =n, N:=nN;+ny (44)

Proof. From the relation

Ei121 — A1 — BuFi1 Erozy — Ajg — By
Eg12y — Agy — BoxFy Esozp — Agy — B B

Imzl 0
0 I,z
_ Euni By A Ap Bn i, n(z)z (45)
Ey1 Egpp Ay Azz B "
0 —I,
- —F

it follows that there exists F' = [F; , F3] such that (15) holds only if (44) is satisfied.

|
Theorem 5. The model (8) is regularisable by state feedback if
Ay Ay By
rank [0 O T =g (46a)
| A21 Az Bo)
and/or
[E;; By By
rank | TP UM — g (46Db)
| E21 Ezp Bas

Proof. The condition (15) is satisfied if the matrix (14) is nonsingular, since

det Ey121 — Ay — BuFi Byozg — Ao — B By
Eo121 — Aoy — BaaFy Eazzg — Agy — BooFo

z21=0
z9=0

—Aj1 — BuFy —Ap - Bk

= det
—Ag1 — BaaF1 —Agy — B Fs
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If (46a) holds, then there exist nonsingular matrices P € R*™*™ and @ € R™*™ of
elementary row and column operations such that

A0 0
pag | 9|00
0 Q 4,70 0
00 B

where [ﬁ_i] has full row rank and B, Bz are nonsingular.

Let A, and /13 be any matrices such that the matrix

is nonsingular. Then for

Byt 0 ][4,
F=Q N . (47)
0 Byl |4
we obtain
A 0 0 A
0 Bg 0 72_1 0 /12 Az
P[A+BF)=|_ |+ A il
1 0 0 0 Bj'Y A Ay
0 0 B, Ay

Now it will be shown that if (46b) holds, then there exists F' such that (15) is satisfied.
If (46b) holds, then there exist nonsingular matrices P € R™*", Q € R™*™ such
that

Enz — A — BuFi Bigzg — A1p — BuiFa
Eyz1 — Aoy — BooF1 Eggzg — Aoy — Boo Fy

I, 0 0 0 0] Ina 0
0 I,, 0 0 O 0 I,z
_ 5| Fu Eiz An A B * 22
=p| e o 0 0 0 0| I, 0
n B An Anm Bufl 0 g 0 1,
0 0 0 0 Q|-Q 'R -Q'FK
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o I 0
By B Ann 4120 00 141
— 0 In222
1o 0o o 0o B o ) :
" By EBay Ay A 00 Om I
0 0 0 0 0 B e
- 2 Q'R Q7R
[Eiz1 — A11 Eraze — Ar2 [0 0
0 0 B 0 .
= | _ _ _ _ — ey ey 48
Eo12y — Ag1 Eppzg — Ao 0 0 [Q 1 ¢ 2} (48)
i 0 0 0 B

where the matrices [E1; Eiz A;; Aja] and [E_zl Ess A_gl Ajzs] have full ranks equal
to r1 and 7y, respectively, and the matrices B; and B are nonsingular.

Let A; € Rlm-—m)xn 4, ¢ R(n2—r2)xn he gome matrices such that the matrix

Elzl - -"_111 E1222 - A12
A

E_2121 - A21 E2222 - 1‘122
A,

D(z,2) =

is nonsingular. Note that such matrices A; and A, exist, since by (46b)

0 0 B, 0
rank | _ _ =n
Eyn Exp 0 0

0 0 0 B

For

[FL 2] =Q [Bl

from (48) we obtain

p Bz — Ajn — BunFy Eigzg — Ay — B Fs

= D(z,2
Ez1z1 — A1 — BogFy Epzo — Agy — BapFa (21, 22)
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Example 4. Consider the model (8) with

010:0 1
001:2 0
g | Bl gy iy g
Eyy Egpo| | o
101:0 -1
202:0 -2
- . " (50)
10 -1:0 1 _ -
: 1 0
01 2:1 -1 0 1
A= 1411A12:11 161 O,B:BH 2 -1
A21A22 .................. B12 """
01 0:0 1 11
: 3
02 0:0 2 - .

It is easy to check that the model (8) with (50) is not regular and the pair (A, B)
satisfies the condition (46a) for ny = 3, n2 = 2. In this case for

2 1 -1 0 0
0O 1 0 2 -1
P = 1 -1 1 0 0 Q”lo
- 7001
1 1 -1 3 -1
0 0 0 -2 1
we have
10 -10 1 00
01 21 -1 00
PA=}100 00 0|, PBQ=110
01 00 1 00
00 00 O 01
and
- 10 -10 1 N — A
A = , A1=1[01001], By=1[1|, By=]1
I I S TR
Choosing

Ay =1[00100], A,=[00010]
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from (47) we obtain
B;! A 100
F=ql|P O |4 =]"0 (51)
0 B, Ay 00010

Tt is easy to check that the matrix A + BF is nonsingular and the closed-loop sys-
tem (13) with (51) is regular.

If (11a) holds, then there exists a nonsingular matrix P € R™*™ of elementary

row operations such that

; B,
. |B 0
Pt . (52)
By B,
0
where Bl € R™*m and B, € R™2X™ haye full row ranks and m; + my = m.
Using (52}, we obtain
p Ei121 — A1 — BuFi1 Erpze — A1 — Bl
Ep121 — Ag; — BooFY Egpzg — Aga — Bog P
Inlzl 0
. 0 I,z
_p Eyy By A A Bn _I ng ?
Ey Ejy As- Ay By "
0 —In,
- —F
. - N . N Iy, 2z 0
Eyn By A A By Mo
~ ~ ~ ~ 0 In222
_ Ein Eyp An A 0O I 0 (53)
Eo1 Eay Ay Axp By Onl I
Eyy Egy Ay Agy 0 "2
21 Faa Aa Ag _F, -F
where
By Eiy z‘}u Ay
By By A Ap _p Eyy Eia A A
Ey By Ay Aa Ey Eoy Agr Aa
Ey Eay Ax Ag

where EA'11,A11 [S
Rmz x'n‘Z. .

R™ M fy Ay € RM*%2 By Ay € RM2xm | Foy Agy €
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Theorem 5. The model (8) is regularisable by state feedback (12) if and only if

rank D (z1,29) =n —m  for some (z1,2) € C?

where
. E — Ay Eypz — A
D (2, 2) = ~1121 11 ~1222 12 (54)
Eo1z1 — Ag1 Epazg — Ay
Proof. From (53) we have
~ | E1121 — A11 — BuFi Erazg — A1g — B Fo
En121 — Aoy — Bog By Egnzy — Ags — BooFy
Enz — Ay — BIFy Eiszo — Ay — BiFy
_ Epz — An Eozg — Ap (55)
Eo12y — Ayy — BoFy Eggzg — Agy — BoFy
Ey1zy — Ay Egozg — Agy

In a similar way as in the proof of Theorem 3, it can be easily shown that there exists
a matrix F' such that (15) holds if and only if (54) is satisfied. |

Remark 1. The matrix F' can be computed as follows: Choose a pair (29, 29) € C?
such that D(29,29) has full row rank. Then choose a matrix A € R™*" such that

the matrix [D (ﬁ;‘x zﬂ)] is nonsingular. From (55) we have

f? N )
F= [D(20,29) - 4] (56)
2
Dz, 20) = ?1121 - z‘}n Eimzz - 14}2
Eoiz1 — Ayi Easzy — Ay

Remark 2. Instead of the transformation (53), the following equivalent one can also
be used:

P B2y — A1y — BuFi Erozo — A1s — B By
Es121 — Agy — BogFy Eogzo — Agg — BaoFy

Imzl 0

N I,
[& 4 B 0 “2 ,
=1z 1 ol o (53)

2 Az 0 I,

- —F
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where
B, A
By A,

Eun By A Ap
Ea By An Ag

) ElaAl S ]Rmxn, EZ,-A'-Z € R('n~m)xn

" P e R™™ and B € R™x™ - are nonsingular. In this case the condition (52) is
equivalent to the condition

- Inlzl 0
rank [Eg fiz] l, i_) I"(Z)zz =n-—m for some (z1,22) € C? (54')
0 -1,

Exampie 5. Consider the model (8) with

000:01
000:00
g |Fun Bl _1gg1i02
1B Bao] } oL
010701
0~2.0:0 3
L 4 (57)
000:~-1 0
o 00
001, 0 0 - 01
A=A Azl o011 of, po|Pufofot
A Ase| L | Baz
010:-1 -1 10
2 0
020:-2 0 -

It is easy to check that the model (8) with (57) is not regular and the conditions (46)
are not satisfied. In this case n; =3, ny =2, m = 2 and for

v
i

|
—

|
—
—
jen]
]
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we obtain

By Bz A A By
P Bu Bz An Az Bu|_|Bn B An A 0

Ey1 By Az Asy Bo Eyy By Ay Asy B
By By Agy Az 0

Hence

rank D(z1,72) =tank |0 0 21 1 0 2z | =3 for some (z1,2) € C?

Therefore the condition (52) is satisfied and the model can be regularised by state
feedback. From (56) we have

and By = [01], By =[10]. Choosinge.g. 20 =20 =1 and A = (6939881, from (56)
we obtain '
-1

By o o s 0-1 012
F=|2 [D0,9) - 4] = 59
B, DG -Al=1 1§ 4 g (59)
and
N “ X « R N 1 0 0 0
Ey121 — A11 — BiFy Eigzg — Agg — B1Fy
- - = - 00 1 29
Ey1z1 — A Bz — Ags
. s . . . A =10 0 21 0 2 (60)
Eo1zy — Ayg — BoFy Ejpzg — Agy — BoFy
E 2 _/i E~ /i 0 zZ1 0 0 z9 - 1
2121 21 2222 22 00 00 2z—2
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The matrix (60) is nonsingular for some (21, z3) € C*. Therefore, the model (8) with
(57) is state-feedback regularised by (59). ¢

4. Concluding Remarks

The regularisation problem by state-feedbacks has been formulated for the singular 2D
first Fornasini-Marchesini model and the singular 2D Roesser model. New necessary
and sufficient conditions have been established for regularisation of the models and
procedures for computation of the feedback matrices have been given. The procedures
have been illustrated by numerical examples. With slight modifications the approach
can be extended to the singular 2D general model (Kaczorek, 1993; Kurek, 1985).
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