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This paper presents an analysis of some class of bilinear systems that can be applied to biomedical modelling. It com-
bines models that have been studied separately so far, taking into account both the phenomenon of gene amplification and
multidrug chemotherapy in their different aspects. The mathematical description is given by an infinite dimensional state
equation with a system matrix whose form allows decomposing the model into two interacting subsystems. While the first
one, of a finite dimension, can have any form, the other is infinite dimensional and tridiagonal. A methodology of the anal-
ysis of such models, based on system decomposition, is presented. An optimal control problem is defined in thel1 space.
In order to derive necessary conditions for optimal control, the model description is transformed into an integro-differential
form. Finally, biomedical implications of the obtained results are discussed.
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1. Introduction

Despite the long history of research and the rich litera-
ture devoted to modelling and control problems of infinite
dimensional systems, almost all efficient methods devel-
oped to deal with them present approaches suitable for
PDE models, and optimisation techniques are often lim-
ited to LQ problems. More general solutions, involving
abstract differential equations (Curtain and Zwart, 1995),
lead, in turn, to theoretical results whose applicability is
arguable.

Models based on an infinite number of state equa-
tions may be applied to a variety of systems. Besides the
models of drug resistance evolution caused by gene am-
plification (Kimmel and Axelrod, 1990; Polański et al.,
1997) analysed in this paper, they may also describe, e.g.,
RC ladders, which are approximations of long transmis-
sion lines (Zadeh and Desoer, 1963), microsatellite re-
peats evolution (́Swierniaket al., 2002), which plays an
important role in genetic disorders (Ramel, 1997), telom-
ere shortening (Arinoet al., 1995; Olofsson and Kimmel,
1999) responsible for cell aging and death, or some queu-
ing systems (Kleinrock, 1976). Usually, additional as-
sumptions are made, resulting in tridiagonal system ma-
trices. Moreover, the analysis of such models is often lim-
ited to their finite-dimensional approximations. However,
in that case, some dynamical properties may be neglected.
Moreover, as shown in our previous papers (Świerniaket

al., 1997a; 1998), studies of infinite dimensional models
may lead to compact results, convenient in further analy-
sis, which would be impossible or very difficult to obtain
in a finite dimensional approximation.

Our previous works (e.g.,́Swierniak et al., 1999;
Śmieja et al., 1999) dealt with models with tridiago-
nal system matrices. They led to the development of a
methodology for investigating such systems and formed a
basis for further generalisation. This work pushes the re-
search a step further, studying the properties of a model, in
which significantly fewer simplifications have been made
and fewer additional assumptions are required. Moreover,
it combines models that have been studied separately so
far, taking into account the phenomenon of both gene am-
plification and multidrug chemotherapy in their different
aspects.

Three different examples are discussed in this paper,
each of them addressing different aspects of cancer cell
modelling. As the first one, a model taking into account
the partial sensitivity of the resistant subpopulation will
be introduced. In this case, it is assumed that the resis-
tant subpopulation consists of two parts: the one which is
sensitive to the drug (but, unlike in previous works, may
contain cells of a different drug sensitivity), and the other,
which is completely drug-resistant.

Subsequently, an attempt to model multidrug proto-
cols will be presented. The motivation behind it is that
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most of the existing forms of therapy consist in using
several drugs instead of a single one. Then, modelling
should take into account increasing drug resistance to each
chemotherapeutic agent used.

Finally, the phase-specific control of the drug-
sensitive cancer population will be addressed. Actually,
each drug affects cells being in particular phases and it
makes sense to combine these drugs so that their cu-
mulative effect on the cancer population is the greatest.
So far, phase-specific chemotherapy has been considered
without any regard to problems stemming from increas-
ing drug resistance. Combining the infinite dimensional
model of drug resistance with the phase-specific model
of chemotherapy should bring mathematical modelling
much closer to its clinical application.

2. Original Mathematical Model

The original model and its properties were thoroughly dis-
cussed, e.g., in (Świerniaket al., 1998; 1999). However,
the underlying biological background remains the same
also for the subject of this paper and therefore it needs to
be briefly introduced.

In this section some model of a cell population with
evolving drug resistance caused by gene amplification or
other mechanisms is presented. Based on some results
of (Kimmel and Axelrod, 1990; Axelrodet al., 1994;
Harnevo and Agur, 1993), the model is general enough
to allow various interpretations.

We consider a population of neoplastic cells stratified
into subpopulations of cells of different types, labelled
with the numbersi = 0, 1, 2, . . . . If the biological process
considered is gene amplification, then the cells of differ-
ent types are identified with different numbers of copies of
the drug resistance gene and varying levels of resistance.
Cells of Type 0, with no copies of the gene, are sensi-
tive to the cytostatic agent. Due to the mutational event,
a sensitive cell of Type 0 can acquire a copy of the gene
that makes it resistant to the agent. Likewise, the division
of resistant cells can result in a change in the number of
gene copies. The resistant subpopulation consists of cells
of Types i for 1, 2, . . . . The probability of the mutational
event in a sensitive cell is several orders smaller than the
probability of the change in the number of gene copies in
a resistant cell. Since we do not limit the number of gene
copies per cell, the number of different cell types is denu-
merably infinite.

Cell division and the change in the number of gene
copies are stochastic processes with the following hy-
potheses:

1. The lifespans of all cells are independent exponen-
tially distributed random variables with means1/λl

for cells of Typei.

2. A cell of Type i for i ≥ 1 may mutate in a short
time interval (t, t + dt) into a Typei + 1 cell with
probability bi dt + o(dt) and into a Typei− 1 cell
with probability di dt + o(dt). A cell of Type i = 0
may mutate in a short time interval(t, t + dt) into
a Type 1 cell with probabilityα dt + o(dt), where
α is several orders of magnitude smaller than any of
bi’s and di’s.

3. The drug action results in a fractionui of ineffective
divisions in the cells of Typei (hence0 ≤ ui ≤ 1).

4. The process is initiated at timet = 0 by a finite
population of cells of different types.

A graph representing the possible flows between sub-
populations is presented in Fig. 1(a).
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Fig. 1. Flows between subpopulations for the model taking into
account (a) the original assumptions or partial sensitivity
of the resistant subpopulation, (b) two-drug chemother-
apy, and (c) phase-specific chemotherapy; in all the
cases the numbers denote cell types.

If we denote byNi(t) the expected number of cells
of Type i at time t, and we assume the simplest case, in
which the resistant cells are insensitive to the drug’s ac-
tion, and there are no differences between the parameters
of cells of different types, the model is described by the
following system of ODE’s:

Ṅ0(t) =
[
1− 2u0(t)

]
λ0N0(t)− αN0(t) + d1N1(t),

Ṅ1(t) =
[
1− 2u1(t)

]
λ1N1(t)− (b1 + d1)N1(t),

+d2N2(t) + αN0(t),
...

Ṅi(t) =
[
1− 2ui(t)

]
λiNi(t)− (bi + di)Ni(t)

+di+1Ni+1(t) + bi−1Ni−1(t) for i ≥ 2.

(1)
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So far, only the simplest case has been investigated,
in which the resistant cells are completely insensitive to
the drug’s action and there are no differences between the
parameters of cells of different types:

Ṅ0(t) =
[
1− 2u(t)

]
λN0(t)− αN0(t) + dN1(t),

Ṅ1(t) = λN1(t)− (b + d)N1(t) + dN2(t)
+αN0(t),

...

Ṅi(t) = λNi(t)− (b + d)Ni(t) + dNi+1(t)

+bNi−1(t) for i ≥ 2.

(2)

However, using the same line of reasoning that has
been applied to that case, it is also possible to analyse a
less simplified model. If it is assumed that the parameters
may vary for a given finite number of cells and are the
same only for the infinite dimensional tail of the system,
the following model can be investigated:

Ṅ0(t) =
[
1− 2u0(t)

]
λ0N0(t)− αN0(t)

+d1N1(t),

Ṅ1(t) =
[
1− 2u1(t)

]
λ1N1(t)− (b1 + d1)N1(t)

+d2N2(t) + αN0(t),
...

Ṅl−1(t) =
[
1− 2ul−1(t)

]
λl−1Nl−1(t)

−(bl−1 + dl−1)Nl−1(t) + dlNl(t)
+bl−2Nl−2(t),

...

Ṅi(t) = λNi(t)− (b + d)Ni(t) + dNi+1(t)
+bNi−1(t) for i ≥ l.

(3)

Moreover, multivariable control is allowed, meaning
that either some types of the resistant cells can be affected
by chemotherapy or different drugs are being used. A jus-
tification of its usefulness is presented in the following
sections.

Several control problems arising in all these cases
can be addressed based on the model. One of them is
establishing constant controlu (in that case it leads to
the determination of feedback parameters) that stabilises
the infinite dimensional system. In biological terms, it
refers to calculating a constant dose of the chemothera-
peutic agent that suppresses the growth of the resistant
subpopulation. However, the constant treatment protocol,
which guarantees the decay of the cancer population af-
ter a sufficiently long time, is not realistic. First of all, it
does not take into account the cumulated negative effect of
the drug upon normal tissues. To make the solution more

realistic, it is sensible to find the optimal control which
minimises the performance index

J =
l−1∑
i=0

Ni(T )+r1

∞∑
i=l

Ni(T ) + r
m∑

k=0

∫ T

0

uk(τ) dτ , (4)

where r1 and r are non-negative weighting factors.

The idea on which such optimisation is based is to
minimise the resistant cancer subpopulation at the end of
the therapy while minimizing the negative cumulative ef-
fect of the drug represented by the integral component.

3. Model Taking into Account the Partial
Sensitivity of the Resistant Subpopulation

In this case, it is assumed that the resistant subpopulation
consists of two parts: the one, which is partially sensi-
tive to the drug, and the other, which is completely drug-
resistant. Then the following set of equations is obtained:

Ṅ0(t) =
[
1−2u(t)

]
λ0N0(t)−αN0(t)+d1N1(t),

Ṅ1(t) =
[
1−2µ1u(t)

]
λ1N1(t)−(b1+d1)N1(t)

+d2N2(t) + α N0(t),
...

Ṅl−1(t) =
[
1− 2µl−1u(t)

]
λl−1Nl−1(t)

−(bl−1 + dl−1)Nl−1(t) + dlNl(t)
+bl−2Nl−2(t),

...

Ṅi(t) = λNi(t)− (b + d)Ni(t) + dNi+1(t)
+bNi−1(t) for i ≥ l,

(5)

where theµi’s satysfying0 ≤ µi ≤ 1 are “efficiency fac-
tors”, determining the effectiveness of the drug in relation
to a particular type of cell. Due to the general assumptions
about the model, which were presented at the beginning of
this section, these factors satisfy the following relations:

0 ≤ µi ≤ µi−1 ≤ 1, i = 1, 2, . . . , l − 1. (6)

4. Multidrug Protocols

Most of the existing forms of therapies consist in using
several drugs instead of a single one. Coldman and Goldie
(1986) suggested that a such chemotherapy might reduce
the drug resistance effects. Then the modelling should
take into account the increasing drug resistance to each
of the chemotherapeutic agents used. There is no known
mathematical approach to analysing such a problem.

Let us consider the case of a simultaneous use of two
types of drugs. Assume the simplest case, in which the
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resistance of the cells means that they are insensitive to
the drugs’ actions, and there are no differences between
the parameters of cells of different types. Then we could
distinguish four different subpopulations of cells: Type 0,
which is sensitive to both drugs, Type 1 and Type 2, sen-
sitive only to the first and the second agent, respectively,
and Typei ≥ 3, resistant to both drugs. The second hy-
pothesis for the original model has to be modified in the
following way:

• A cell of Type 0 may mutate in a short time inter-
val (t, t + dt) into a Type 1 cell with probabilities
α13 dt + o(dt) or into a Type 2 cell with probability
α02 dt + o(dt) or into a Type 3 cell with probability
α03 dt + o(dt).

• Each cell of Type 1 or Type 2 may mutate in a short
time interval (t, t + dt) into a Type 3 cell with
probabilitiesα13 dt + o(dt) and α23 dt + o(dt), re-
spectively, or into a Type 0 cell with probabilities
d10 dt + o(dt) and d20 dt + o(dt), respectively.

• A cell of Type 3 may mutate in a short time interval
(t, t + dt) into a Type 0, Type 1 or a Type 2 cell
with probabilitiesd30 dt+o(dt), d31 dt+o(dt) and
d32 dt+o(dt), respectively, or into a Type 4 cell with
probability b dt + o(dt).

• A cell of Type i, i ≥ 4, may mutate in a short time
interval (t, t + dt) into a Typei + 1 cell with prob-
ability b dt + o(dt) and into Typei − 1 cell with
probability d dt + o(dt), where αlϕ is several or-
ders of magnitude smaller thanb and d.

A graph illustrating the possible transfers between
different subpopulations is presented in Fig. 1(b). The fol-
lowing set of equations is obtained:

Ṅ0(t) =
[
1− β0u0(t)− β1u1(t)

]
λN0(t)

−(α01 + α02 + α02)N0(t) + d10N1(t)
+d20N2(t),

Ṅ1(t) =
[
1− 2u0(t)

]
λN1(t)− (α13 + d10)N1(t)

+d31N3(t) + α01N0(t),

Ṅ2(t) =
[
1− 2u1(t)

]
λN2(t)

−(α23 + d20)N2(t) + d32N3(t)
+α02N0(t),

Ṅ3(t) = λN3(t)− (b + d30 + d31 + d32)N3(t)
+dN4(t) + α13N1(t) + α23N2(t),

...

Ṅi(t) = λNi(t)− (b + d)Ni(t) + dNi+1(t)
+bNi−1(t) for i ≥ 4,

(7)

whereβ1 and β2 are efficiency factors, andβ0+β1 ≤ 2.

Although in the mathematical model given above it is
assumed that the mechanism for resistance is independent
for each drug, the methodology developed makes it pos-
sible to analyse also the case when different drugs affect
the same gene simultaneously. In that case, the model (7)
should be combined with (5). In fact, this combination is
possible in the general model introduced in Section 6.

5. Phase-Specific Control of the Drug-
Sensitive Cancer Population

The cell cycle is composed of a sequence of phases un-
dergone by each cell from its birth to division. Actu-
ally, each drug affects the cell being in a particular phase
and it makes sense to combine these drugs so that their
cumulative effect on the cancer population is the great-
est. So far, phase-specific chemotherapy has been con-
sidered only in the finite-dimensional case, without any
regard to problems stemming from increasing drug resis-
tance (́Swierniaket al., 1997a; Swan, 1990). Combining
the infinite dimensional model of drug resistance with the
phase-specific model of chemotherapy should bring math-
ematical modelling much closer to its clinical application.

Once again, some modification of the assumptions
underlying the mathematical model presented at the be-
ginning of this section should be introduced. The sensitive
subpopulation consists of two types of cells: Type 0, being
in the phaseG1+S, and Type 1, being in the phaseG2M .
The phase-specific drug affects only cells of Type 1. Then
the following set of equations can represent the system
dynamics:



Ṅ0(t) = −λ0N0(t) + 2(1− γ)[1− u(t)]λ1N1(t)
+dN2(t),

Ṅ1(t) = −λ1N1(t) + λ 0N0(t),

Ṅ2(t) = λ2N2(t)− (b + d)N1(t)
+2γ

[
1− u(t)

]
λ1N1(t) + bN3(t),

...

Ṅi(t) = λNi(t)− (b + d)Ni(t) + dNi+1(t)
+bNi−1(t) for i ≥ 3,

(8)

where γ is the probability of the primary mutational
event. A graph illustrating possible transfers between dif-
ferent subpopulations is presented in Fig. 1(c). Similarly,
a multidrug therapy including blocking drugs (Świerniak
et al., 1997b; Brown and Thompson, 1975) as well as the
killing agent could be analysed in the same way, as pre-
sented in the subsequent sections.
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6. General Mathematical Model

The system is described by the following state equation:

Ṅ =

(
A +

m∑
i=0

uiBi

)
N, (9)

where N = [N0 N1 N2 . . . Ni . . . ]T is an infinite
dimensional state vector,

A =

 Ã1

... 0001. . . . . . . . . . .
0002

... Ã2

 , (10)

B =

 B̃i

... 0001·. . . . . . . . . . .
0003

 , (11)

Ã1 =


a00 a01 · · · a0,l−1 0
a10 a11 · · · a1,l−1 0

...
... · · ·

... 0
al−1,0 al−1,1 · · · al−1,l−1 al−1,l

 ,

Ã2 =


c1 a2 a3 0 0 0 · · ·
0 a1 a2 a3 0 0 · · ·
0 0 a1 a2 a3 0 · · ·
...

...
...

...
...

...
...

 ,

B̃i =


bi
0,0 bi

0,1 . . . bi
0,l−1

bi
1,0 bi

1,1 . . . bi
1,l−1

...
... . . .

...

bi
l−1,0 bi

l−1,1 . . . bi
l−1,l−1

 ,

u(t) stands for them-dimensional control vectoru =
[u0 u1 u2 . . . um−1]T , 01,02 and 03 are zero matri-
ces of dimensionsl × ∞, ∞ × (l + 1) and ∞ × ∞,
respectively,l > m.

It is important to note that the model parameters sat-
isfy the relationsa3 > a1 > 0 and a2 < 0. However, a
full problem analysis can be made in other possible cases
(e.g., when no additional conditions are to be satisfied by
the parametersa1 and a3) using exactly the same line
of reasoning. The performance index to be minimised is
given by (4).

7. Model Decomposition

To make an analysis of the model, it is convenient to
present it in the form of a block diagram shown in Fig. 2,
effectively decomposing the model into two parts. The
first one, of the finite dimension, does not require that
parameters meet any particular assumptions. The second
subsystem is infinite dimensional, with a tridiagonal sys-
tem matrix, and does not include terms containing control
variablesui(t).
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Fig. 2. Decomposition of the system model.

7.1. Infinite Dimensional Subsystem

First, consider the infinite dimensional tail without the in-
fluence of cellsNl−1:

Ṅl(t) = a2Nl(t) + a3Nl+1(t),

Ṅl+1(t) = a1Nl(t) + a2Nl+1(t) + a3Nl+2(t),
...

Ṅi(t) = a1Ni−1(t) + a2 Ni(t) + a3Ni+1(t),
...

(12)

Using methods similar to that outlined in our previ-
ous works devoted to biomedical modelling (Świerniak
et al., 1999; Śmiejaet al., 2000), it is possible to show
that for the initial conditionNi(0) = δik (the Kronecker
delta), i.e.,Nk(0) = 1, Ni(0) = 0 for i 6= k, the follow-
ing relations hold true:

Nk
l (s) =

1
a3

(
s−a2−

√
(s−a2)2−4a1a3

2a1

)k−l+1

, (13)
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Nk
Σ(s) =

1
s− (a1 + a2 + a3)

×

1−(s−a2−
√

(s−a2)2−4a1a3

2a1

)k−l+1
, (14)

where Nk
l (s) and Nk

Σ(s) constitute the Laplace trans-
forms of Nk

l (t) and
∑

i≥1 Nk
i (t) = Nk

Σ(t), respectively
(the superscriptk is introduced to emphasize the index of
the state variable with a non-zero initial condition). Now,
assume thatk = l. Then, after calculating the inverse
Laplace transform, the following formulae are obtained:

N l
l (t) =

1
a3

(√
a3

a1

)
I1

(
2
√

a1a3t
)

t
exp(a2t), (15)

N l
Σ(t) =

∑
i̇≥l

Ni(t) = exp
[
(a1 + a2 + a3)t

]

×
[
1−

(√
a3

a1

)∫ t

0

I1(2
√

a1a2τ)
τ

× exp
[
− (a1 + a3)τ

]
dτ

]
, (16)

where I1(t) denotes the modified Bessel function of the
first order.

It should be emphasised that the assumption about
the initial condition does not introduce any additional con-
straints to the model applicability. Due to the linearity
of the infinite dimensional tail, any finite non-zero initial
condition can be incorporated into the final solution.

Using an asymptotic expansion of (16) and assum-
ing a3 ≥ a1, it was found (Polánski et al., 1997) that the
stability condition for the autonomous system is

a2 ≤ −2
√

a1a3. (17)

7.2. Analysis of the Complete Model without Control

The relation (6) can be used to determine the following
transfer function in the model (9):

K1(s) =
Nl(s)

Nl−1(s)

=
c1

a3

s− a2 −
√

(s− a2)2 − 4a1a3

2a1
. (18)

Moreover, ∑
i≥l

Ni(t) = N l
Σ(t) + N+(t), (19)

where

N+(t) = c1

∫ t

0

N l
Σ(t− τ )Nl−1(τ) dτ (20)

and N l
Σ(t) is defined by (16).

Let us now introduce the following notation:

B̂1 =


0
...

0
al−1,l

 , C = [0, . . . , 0, 1]︸ ︷︷ ︸
l components

. (21)

Then, applying the standard control theory techniques
(Zadeh and Desoer, 1963), the following relation holds
true for u(t) = 0:

K2(s) =
Xl−1(s)
Xl(s)

= C(sI − Ã1)−1B̂1. (22)

Taking into account the linear form of this system, it
is possible to present the model in the form of a block di-
agram, shown in Fig. 3. This makes it possible to analyse
the dynamical properties of the closed-loop system.

 

K2(s) 

K1(s) 

Nl−1(s) Nl (s) 

 

Fig. 3. Block diagram of the system without control.

7.3. Case of a Constant Control Vector

Let us now consider the problem of stabilizing the sys-
tem (9) by constant control. Then the transfer function
K2(s) representing the finite dimensional subsystem in
Fig. 3 takes the following form:

K2(s) =
Xl−1(s)
Xl(s)

= C

[
sI −

(
Ã1 +

m∑
i=0

B̃i

)]−1

B̂1. (23)

Again, the standard control theory techniques, in-
cluding the Nyquist criterion (Zadeh and Desoer, 1963),
can be applied to find stability conditions for such a sys-
tem.

8. Integro-Differential Model

The system description (9) in the form of an infinite num-
ber of ODEs is not very convenient, although it can be
used in different approaches to optimisation problems that
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will be considered in the next section. Instead, a model
transformation into an integro-differential one is proposed
in this section.

Set

x̃ =


N0

...

Nl−1

 (24)

and Ck = [cj ], ck = 1, cj = 0 for j 6= k, i =
1, 2, . . . , l − 1. Let us also assume thatNi(0) = 0 for
i > l − 1 (once again it should be stressed that any finite
non-zero initial condition can be incorporated into the fi-
nal solution). Then the last equation in the first subsystem,
influenced directly by control, as presented in Fig. 2, can
be transformed into the integro-differential form

Ṅl−1(t) =
l−1∑
j=0

m∑
i=0

bj
l−1,iui(t)Nj(t) +

l−1∑
i=0

al−1,iNi(t)

+ al−1,l

∫ t

0

k1(t− τ)Nl−1(τ) dτ , (25)

where k1(t) is the inverse Laplace transform ofK1(s)
given by (18).

Similarly, other equations can also be rewritten in the
same way, leading to the transformation of the model (9)
into the following form:

˙̃x = h(u, x̃) +
∫ t

0

f̃(x̃, t, τ) dτ , x̃(0) = x̃0, (26)

whereh(·, ·) are f̃(·, ·, ·) are the respectivel-dimension-
al vector functions:

hk(u, x̃) =
l−1∑
j=0

m∑
i=0

bj
k,iui(t)Nj(t) +

l−1∑
i=0

ak,iNi, (27)

f̃k(x̃, t, τ)=

{
0 for k<l−1,

al−1,lk1(t−τ)Nl−1(t) for k= l−1.
(28)

9. Necessary Conditions for Optimal Control

After the transformation of the system description pre-
sented in the previous section, it is possible to effectively
address the resulting optimal control problem.

Let the system be governed by Eqn. (9), which is then
transformed into the form (26). The control is bounded,
i.e.,

0 ≤ uk(t) ≤ 1, (29)

whereuk(t) = 1 represents the maximum allowable dose
of the drugk and uk(t) = 0 represents no application of
the drugk.

The goal is to minimise the performance index given
by (4). Due to the particular form of both the performance
index and the equation governing the model, it is possible
to find the solution to the problem applying the appropri-
ate version of Pontryagin’s maximum principle (Pontrya-
gin et al., 1962).

It is important to notice that, although the perfor-
mance index (4) seems to consist of two components
(a sum and an integral), the sum actually involves another
integral, which stems from (19) and (20). Therefore, it
should be rewritten to emphasise this relation:

J =
l−1∑
i=0

Ni(T ) + r1N
l
Σ(T )

+
∫ T

0

[
r1c1N

l
Σ(T−τ)Nl−1(τ)+r

m∑
k=0

uk(τ)
]
dτ . (30)

A number of formulations of necessary conditions
for the optimisation problem for dynamical systems gov-
erned by integro-differential equations can be found in the
literature, e.g., (Bate, 1969; Connor, 1972; Gabasov and
Kirilowa, 1971). However, they are usually too general to
be efficiently applied to such a particular problem or they
have too strong constraints (e.g., regarding the smooth-
ness of the control function). Nevertheless, following the
line of reasoning presented by Bate (1969), it is possible
to derive the necessary conditions for optimal control:

uopt(t) = arg min
u

[
r

m∑
k=0

uk(t) + pT (t)h(u, x̃)

+al−1,l

∫ T

t

pl−1(τ)k1(t−τ)Nl−1(τ) dτ

]
, (31)

ṗT (t) = −
[
qT (t) + pT (t)hx̃(u, x̃)

+
∫ T

t

pT (τ)f̃x̃(t− τ)dτ

]
, (32)

q(t) =
[

0 . . . 0 r1c1N
l
Σ(T − t)

]T
,

pi(T ) = 1, i = 0, 1, . . . , l − 1, (33)

p(t) being the adjoint vector.

Taking into account the constraint (29) and the bi-
linear form of (27), it can be proved that, in order to sat-
isfy (31), optimal control must be of the bang-bang type.
Then, to find an optimal number of switches and switch-
ing times, a gradient method can be developed, following
the line of reasoning presented in (Śmiejaet al., 1999).

10. Conclusions

This paper is concerned with an infinite dimensional bi-
linear model of dynamical systems. Based on model de-
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composition, it is possible to analyse analytically some of
their dynamical properties. The transformation of system
description into one integro-differential equation allows
solving an optimal control problem with the performance
index defined in thel1 space of summable sequences.

One of the possible model applications is the mod-
elling of drug resistance emergence in cancer cells and
the analysis of possible chemotherapy protocols. Until
now, treatment protocols have been designed mainly on
the basis of experimental results and the general knowl-
edge about the drug activity. However, no general math-
ematical approach exists which would help to explain the
obtained results or to design a treatment in chemotherapy.
The results of this work can be used to reveal the desired
form of an optimal treatment protocol and to give some
hints as to its development. It can be also employed in
a qualitative analysis of the chosen protocol, taking into
account both the increasing resistance to chemoterapeu-
tic agents and allowing multidrug and phase-specific treat-
ments.

The main application of the obtained results is in the
field of biomedical modelling, from which the form of the
performance index in the analysed problem stems. Never-
theless, taking into account the broad class of systems de-
scribed by the presented model, it should easily be adapted
for usage in other areas.
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