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In practice, one is not only interested in the qualitative characterizations provided by the Lyapunov stability, but also in
quantitative information concerning the system behavior, including estimates of trajectory bounds, possibly over finite time
intervals. This type of information has been ascertained in the past in a systematic manner using the concept of practical
stability. In the present paper, we give a new definition of generalized practical stability (abbreviated as GP-stability) and
establish some sufficient conditions concerning GP-stability for a wide class of discontinuous dynamical systems. As in
the classical Lyapunov theory, our results constitute a Direct Method, making use of auxiliary scalar-valued Lyapunov-
like functions. These functions, however, have properties that differ significantly from the usual Lyapunov functions. We
demonstrate the applicability of our results by means of several specific examples.
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1. Introduction

It is well known that a discontinuous dynamical system
can be regarded as a hybrid model that is composed of
a family of continuous-time subsystems and a rule indi-
cating which subsystem should be activated at a series of
time instants. Recently, there has been increasing inter-
est in a qualitative analysis of such systems. Most of this
work (see, e.g., (DeCarloet al., 2000; Michel, 1999) and
the references therein) is concerned with the stability of
such systems in the Lyapunov sense.

In many problems of practical importance, one is
not only interested in the qualitative information provided
by Lyapunov stability results, but also in quantitative in-
formation concerning the system behavior, including es-
timates of trajectory bounds over a finite or an infinite
time interval. For example, a system could be asymptot-
ically stable in the Lyapunov sense, yet completely use-
less because of undesirable transient characteristics (e.g.,
it may exceed certain limits imposed on the trajectory
bounds). On the other hand, a system which is unsta-
ble in the Lyapunov sense may exhibit dynamic behavior
which is entirely acceptable over a specified finite time
interval. Problems of this type have given rise to alter-
native notions of stability, called practical stability, and

sometimes finite time stability. These stability concepts
are phrased in terms of prespecified time intervals (finite
or infinite) and in terms of prespecified subsets of the state
space. As such, practical (or finite time) stability and
the Lyapunov stability are distinct concepts, and, in gen-
eral, neither implies the other. For some of the results
concerning practical and finite time stability, refer, e.g.,
to (Lakshmikanthamet al., 1991; Michel, 1970; Michel
and Porter, 1971; Weiss and Infante, 1967) and the ref-
erences cited therein. Especially, the monograph (Lak-
shmikanthamet al., 1991) presented a systemetic study
of the theory of practical stability. As in the case of
the classical Lyapunov theory (see, e.g., (Michelet al.,
2000)), results of the type given in (Lakshmikanthamet
al., 1991; Michel, 1970; Michel and Porter, 1971; Weiss
and Infante, 1967) constitute a Direct Method, making
use of auxiliary functions (orV -functions). We empha-
size, however, that theseV -functions (which we will call
Lyapunov-like functions) have properties that differ sig-
nificantly from the usual Lyapunov functions encountered
in the classical Lyapunov theory.

Motivated by the practical considerations described
above and addressed in (Lakshmikanthamet al., 1991;
Michel, 1970; Michel and Porter, 1971; Weiss and Infante,
1967), in the recent paper (Zhai and Michel, 2002) we
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considered the practical stability for the discontinuous dy-
namical systems described by

ẋ(t) = fi

(
x(t), x(ti), t

)
+ ui

(
x(t), t

)
,

ti ≤ t < ti+1,

x(t) = gi

(
x(t−), x(ti), t

)
, t = ti+1,

(1)

where x(t) ∈ Rn is the state,t0 is the initial time,
t1, t2, . . . , ti, . . . ∈ I are discontinuity points andI =
[t0, t0 + T ), where T is a specified (finite) constant or
T = ∞. For all i, we assume thatfi ∈ C1[Rn ×
Rn × I,Rn], ui ∈ C1[Rn × I,Rn] and gi ∈ C1[Rn ×
Rn × I,Rn], but, in general, we do not assume that
fi(0, 0, t) ≡ 0, ui(0, t) ≡ 0 and gi(0, 0, t) ≡ 0 so that
stability with respect to a set, rather than a point, can be
discussed. Clearly, the differential equation in (1) deter-
mines the dynamical behavior of the system over the indi-
cated time intervals, whereui(x(t), t) denotes some per-
sistent perturbing forces (resp., external inputs), while the
second equation specifies the amount of the state jumps
when discontinuities occur. In (Zhai and Michel, 2002),
we used the concept of the practical stability proposed in
(Lakshmikanthamet al., 1991; Michel, 1970; Michel and
Porter, 1971; Weiss and Infante, 1967). More precisely,
we established several sufficient conditions for the sys-
tem (1) such that if the norm of the initial state is less than
a positive scalarα, then the norm of the system state will
never exceed a positive scalarβ (β ≥ α) over a finite or
an infinite time interval.

In this paper, we generalize the concept of the prac-
tical stability proposed in (Lakshmikanthamet al., 1991;
Michel, 1970; Michel and Porter, 1971; Weiss and Infante,
1967). Rather than considering norm specification of the
system state, we deal with two setsΩ1 and Ω2 satisfy-
ing Ω1 ⊂ Ω2, which are specified for the initial state and
the entire system state, respectively.Ω1 and Ω2 do not
have to include the origin, and they can be specified flex-
ibly in real applications. Then, our generalized practical
stability (GP-stability) requires that if the initial state is in
Ω1, then the system state should always stay inΩ2. Ob-
viously, GP-stability is a significant extension of practical
stability. When there is no perturbation in (1), we will
establish several sufficient conditions for some classes of
the system (1) to be GP-stable, uniformly GP-stable and
GP-unstable. When there is a perturbation in (1), we ana-
lyze the properties of the system (1) using the concept of
totally GP-stable or totally uniformly GP-stable systems.

The remainder of this paper is organized as follows:
In Section 2 we establish the notation used throughout the
paper and provide the definitions of generalized practical
stability. In Sections 3 and 4 we present results of vari-
ous GP-stabilities for some classes of the system (1). We
demonstrate the applicability of our results by consider-
ing some specific examples. The paper is concluded with
some remarks in Section 5.

2. Preliminaries

Let Rn denote a realn-space and‖·‖ a norm onRn. Set
I = [t0, t0 + T ), wheret0, T ∈ R+ and T may be finite
or infinite. A property is said to hold almost everywhere
(abbreviated as a.e.) if the set of points where it fails is a
set of measure zero.

Consider the continuous or discontinuous dynamical
system represented by

ẋ(t) = f(x, t), (2)

where x ∈ Rn and f : Rn × I → Rn. In general, it
is assumed thatf(x, t) is measurable in a domainG of
Rn × I, and for any closed bounded domain ofD ⊂ G
it is assumed that there exists a summable functionM(t)
such that almost everywhere inD we have‖f(x, t)‖ ≤
M(t). We do not require thatf(0, t) ≡ 0.

An absolutely continuous functionx(·, x0, t0) :
[t0, t1) → Rn (where t1 may be infinite), is a solution
of (2) if it satisfies (2) a.e. on[t0, t1) with x(t0, x0, t0) =
x0. Throughout this paper, we assume that all conditions
are satisfied such that for every(x0, t0) ∈ Rn × I (2)
possesses a unique solutionx(t, x0, t0) which exists a.e.
on [t0,∞).

Associated with (2), there is a system which is under
the influence of persistent perturbing forces (resp., exter-
nal inputs), i.e., the system which is represented by

ẋ(t) = f(x, t) + u(x, t), (3)

where u : Rn × I → Rn. It is assumed thatu(x, t)
is also measurable in a domainG of Rn × I, and for
any closed bounded domain ofD ⊂ G it is assumed that
there exists a summable functionN(t) such that almost
everywhere inD we have‖u(x, t)‖ ≤ N(t). We do not
requireu(0, t) ≡ 0.

We define the solution of (3) similarly as for (2)
and we assume that (3) possesses a unique solution
x(t, x0, t0) for every (x0, t0) ∈ Rn × I, which exists
a.e. on[t0,∞).

For a setΩ ∈ Rn, we useΩ̄ and Ωc to denote the
closure and the complement ofΩ, respectively. For two
setsΩ1 ⊂ Ω2, we useΩ2 − Ω1 to denote the set

[Ω2 − Ω1] = {x ∈ Rn : x ∈ Ω2, x /∈ Ω1} . (4)

In the sequel, real-valued functionsV : Rn×I → R
will be employed. If V (x, t) possesses continuous first
partial derivatives onRn × I, for the case of the dif-
ferential equations of the form (2) with continuous right-
hand side, we can write the expression for the derivative
V̇ (x, t) along solutionsx(t) as

V̇ (x, t) =
(
∇V (x, t)

)T
f(x, t) +

∂V

∂t
, (5)
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where∇V denotes the gradient vector ofV . Under the
same conditions, for perturbed continuous systems of the
form (3) we can write the expression

V̇ (x, t) = V̇ (x, t) |u≡0 +
(
∇V (x, t)

)T
u(x, t). (6)

For the case of piecewise continuous systems such as (1),
the expressions (5) and (6) are valid almost everywhere.

We now give two definitions concerning the general-
ized practical stability of the systems (2) and (3). As in
Section 1, we abbreviate “generalized practically stable”
and “generalized practically unstable” as GP-stable and
GP-unstable, respectively.

Definition 1. (GP-stability)

• System (2) is GP-stable with respect to
(Ω1,Ω2, t0, T ), Ω1 ⊂ Ω2, if x(t0) ∈ Ω1 im-
plies x(t) ∈ Ω2 for all t ∈ I = [t0, t0 + T ).

• System (2) isuniformly GP-stablewith respect to
(Ω1,Ω2, T ), Ω1 ⊂ Ω2, if for each ti ∈ I, x(ti) ∈
Ω1 implies x(t) ∈ Ω2 for all t ∈ [ti, t0 + T ).

• System (2) is GP-unstable with respect to
(Ω1,Ω2, t0, T ), Ω1 ⊂ Ω2, if there exists an
x(t0) ∈ Ω1 and a tc ∈ (t0, t0 + T ) such that
x(tc) 6∈ Ω2(↔ x(tc) ∈ Ωc

2).

Definition 2. (Total GP-stability)

• System (3) is totally GP-stable with respect to
(Ω1,Ω2, ε, t0, T, ‖ · ‖), Ω1 ⊂ Ω2, if the conditions
(a) x(t0) ∈ Ω1 and (b) ‖u(x, t)‖ ≤ ε a.e.x ∈ Ω2,
t ∈ I, imply x(t) ∈ Ω2 for all t ∈ I.

• System (3) istotally uniformly GP-stablewith re-
spect to(Ω1,Ω2, ε, T, ‖ · ‖), Ω1 ⊂ Ω2, if for each
ti ∈ I, the conditions (a)x(ti) ∈ Ω1 and (b)
‖u(x, t)‖ ≤ ε a.e. x ∈ [Ω2 − Ω̄1], t ∈ I, imply
x(t) ∈ Ω2 for all t ∈ [ti, t0 + T ).

Remark 1. It is emphasized that the setsΩ1 and Ω2,
the scalarε and the norm‖ · ‖ are all prespecified in a
given problem. The setΩ2 utilized in the above defini-
tions yields a specific trajectory area for the system.

Remark 2. The system (2) is uniformly GP-stable with
respect to(Ω1,Ω2, T ), Ω1 ⊂ Ω2, if and only if it is GP-
stable with respect to(Ω1,Ω2, ti, T ) for each ti ∈ I.
System (3) is totally uniformly GP-stable with respect to
(Ω1,Ω2, ε, T, ‖ · ‖), Ω1 ⊂ Ω2, if and only if it is totally
GP-stable with respect to(Ω1,Ω2, ε, ti, T, ‖ · ‖) for each
ti ∈ I.

Remark 3. A system which is Lyapunov-stable may be
unstable in the sense of the above definitions, and vice
versa.

3. Analysis for Unperturbed Systems

We first consider the discontinuous dynamical system de-
scribed by ẋ(t) = fi

(
x(t), t

)
, ti ≤ t < ti+1,

x(t) = gi

(
x(t−), t

)
, t = ti+1,

(7)

where fi ∈ C1[Rn × I,Rn] and gi ∈ C1[Rn × I,Rn].
Obviously, this system is a special form of (1), where the
discontinuities do not depend on the system state.

Theorem 1. The system (7) is GP-stable with respect to
(Ω1,Ω2, t0, T ), Ω1 ⊂ Ω2, if there exist a real-valued
Lyapunov-like functionV (x, t) satisfying local Lipschitz
conditions inΩ2 × I, a positive scalarµ and a function
φ(t) which is Lebesgue-integrable onI, such that

(i) V̇
(
x(t), t

)
≤ φ(t) a.e. t ∈ I, x ∈ Ω2,

(ii) V
(
gi(x, t), t

)
≤ µV (x, t), ∀i, ∀t ∈ I, ∀x ∈ Ω2,

(iii)
∫ t

t0

µN(τ,t)φ(τ) dτ

< inf
x∈Ωc

2

V (x, t)− µN(t0,t) sup
x∈Ω1

V (x, t0), ∀t ∈ I,

whereN(a, b) denotes the number of discontinuities on
the time interval[a, b).

Proof. The proof is by contradiction. Letx(t) be a so-
lution of (7), with x(t0) ∈ Ω1. Assume that there exists
a t̄ ∈ [t0, t0 + T ), the first time such thatx(t̄) 6∈ Ω2.
Let t1, . . . , tm denote the time instants where discontinu-
ities occur beforēt. Then, sinceV (x, t) satisfies local
Lipschitz conditions, we obtain

V
(
x(t̄), t̄

)
= V

(
x(tm), tm

)
+
∫ t̄

tm

V̇
(
x(τ), τ

)
dτ,

V
(
x(t−m), t−m

)
= V

(
x(tm−1

)
, tm−1)

+
∫ tm

tm−1

V̇
(
x(τ), τ

)
dτ,

... (8)

V
(
x(t−1 ), t−1

)
= V

(
x(t0), t0

)
+
∫ t1

t0

V̇
(
x(τ), τ

)
dτ.

According to the hypothesis (i), we have

V
(
x(t̄), t̄

)
≤ V

(
x(tm), tm

)
+
∫ t̄

tm

φ(τ) dτ

V
(
x(t−m), t−m

)
≤ V

(
x(tm−1), tm−1

)
+
∫ tm

tm−1

φ(τ) dτ
... (9)

V
(
x(t−1 ), t−1

)
≤ V

(
x(t0), t0

)
+
∫ t1

t0

φ(τ) dτ.
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Hence, using the hypothesis (ii), we haveV (x(ti), ti) ≤
µV (x(t−i ), t−i ) for i = 1, . . . ,m, and obtain

V
(
x(t̄), t̄

)
≤ µN(t0,t̄)V

(
x(t0), t0

)
+
∫ t̄

t0

µN(τ,t̄)φ(τ) dτ

≤ µN(t0,t̄) sup
x∈Ω1

V (x, t0)

+
∫ t̄

t0

µN(τ,t̄)φ(τ) dτ. (10)

In view of the hypothesis (iii), from (10) we obtain

V
(
x(t̄), t̄

)
< inf

x∈Ωc
2

V (x, t̄), (11)

which implies thatx(t̄) ∈ Ωc
2 is not true, which is a

contradiction to the original assumption. Therefore, there
does not exist āt ∈ [t0, t0 + T ) as asserted above, and
thusx(t) ∈ Ω2 holds for everyt ∈ I. This completes the
proof.

The following two results address the uniform GP-
stability and the GP-instability of the system (7):

Theorem 2. The system (7) is uniformly GP-stable with
respect to(Ω1,Ω2, T ), Ω1 ⊂ Ω2, if there exist a real-
valued Lyapunov-like functionV (x, t) satisfying local
Lipschitz conditions in[Ω2− Ω̄1]×I, a positive scalarµ
and a functionφ(t) which is Lebesgue integrable onI,
such that

(i) V̇
(
x(t), t

)
≤ φ(t) a.e. t ∈ I, x ∈ [Ω2 − Ω̄1],

(ii) V
(
gi(x, t), t

)
≤ µV (x, t) ∀i, ∀t ∈ I,

∀x ∈ [Ω2 − Ω̄1],

(iii)
∫ t2

t1

µN(τ,t2)φ(τ) dτ

< inf
x∈Ωc

2

V (x, t2)− µN(t1,t2) sup
x∈Ω1

V (x, t1),

∀t1, t2 ∈ I, t2 > t1.

Theorem 3. The system (7) is GP-unstable with respect
to (Ω1,Ω2, t0, T ), Ω1 ⊂ Ω2, if there exist a real-valued
Lyapunov-like functionV (x, t) satisfying local Lipschitz
conditions inΩ2 × I, a t̄ ∈ (t0, t0 + T ), an x0 ∈ Ω1,
a solutionx(t) through the initial point(t0, x0), a posi-
tive scalarµ and a functionφ(t) which is Lebesgue in-
tegrable onI, such that

(i) V̇
(
x(t), t

)
≥ φ(t) a.e. t ∈ I, x ∈ Ω2,

(ii) V
(
gi(x, t), t

)
≥ µV (x, t), ∀i, ∀t ∈ [t0, t̄), ∀x ∈ Ω2,

(iii)
∫ t̄

t0

µN(τ,t̄)φ(τ) dτ

> sup
x∈Ω̄2

V (x, t̄)− µN(t0,t̄)V (x0, t0).

The proofs of Theorems 2 and 3 are similar to that of
Theorem 1, and are thus omitted.

Settingφ(t) = 0 in Theorems 1, 2 and 3 leads to the
following results:

Corollary 1. The system (7) is GP-stable with respect
to (Ω1,Ω2, t0, T ), Ω1 ⊂ Ω2, if there exist a real-valued
Lyapunov-like functionV (x, t) satisfying local Lipschitz
conditions inΩ2 × I and a positive scalarµ such that

(i) V̇
(
x(t), t

)
≤ 0 a.e. t ∈ I, x ∈ Ω2,

(ii) V
(
gi(x, t), t

)
≤ µV (x, t), ∀i, ∀t ∈ I, ∀x ∈ Ω2,

(iii) µN(t0,t) sup
x∈Ω1

V (x, t0) < inf
x∈Ωc

2

V (x, t), ∀t ∈ I.

Corollary 2. The system (7) is uniformly GP-stable with
respect to(Ω1,Ω2, T ), Ω1 ⊂ Ω2, if there exist a real-
valued Lyapunov-like functionV (x, t) satisfying local
Lipschitz conditions in[Ω2−Ω̄1]×I and a positive scalar
µ such that

(i) V̇
(
x(t), t

)
≤ 0 a.e. t ∈ I, x ∈ [Ω2 − Ω̄1],

(ii) V
(
gi(x, t), t

)
≤ µV (x, t), ∀i, ∀t ∈ I,

∀x ∈ [Ω2 − Ω̄1],

(iii) µN(t1,t2) sup
x∈Ω1

V (x, t1)

< inf
x∈Ωc

2

V (x, t2), ∀t1, t2 ∈ I, t2 > t1.

Corollary 3. The system (7) is GP-unstable with respect
to (Ω1,Ω2, t0, T ), Ω1 ⊂ Ω2, if there exist a real-valued
Lyapunov-like functionV (x, t) satisfying local Lipschitz
conditions inΩ2 × I, a positive scalarµ, a t̄ ∈ (t0, t0 +
T ), an x0 ∈ Ω1, a solutionx(t) through the initial point
(t0, x0), such that

(i) V̇
(
x(t), t

)
≥ 0 a.e. t ∈ I, x ∈ Ω2,

(ii) V
(
gi(x, t), t

)
≥ µV (x, t), ∀i, ∀t ∈ [t0, t̄), ∀x ∈ Ω2,

(iii) µN(t0,t̄)V (x0, t0) > sup
x∈Ω̄2

V (x, t̄).

Remark 4. The real-valued Lyapunov-likeV functions
utilized in the above results are not Lyapunov functions
in the usual sense since we do not require any particu-
lar definiteness conditions concerning these functions or
their derivatives. We use the term “Lyapunov-like func-
tion” since, in much the same way as in the classical Lya-
punov theory, these functions serve as auxiliary functions
in a Direct Method.

We give two examples to demonstrate the above re-
sults.
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Example 1. Consider the discontinuous dynamical sys-
tem described by ẋ(t) = Ai(t)x(t), ti ≤ t < ti+1,

x(t) = Bi(t)x(t−), t = ti+1,
(12)

where Ai(t), Bi(t) ∈ Rn×n. Clearly, (12) is a special
case of (7). Let‖ · ‖ denote the Euclidean norm. Suppose
that we deal with the sets

Ω1 =
{
x ∈ Rn : xTPx < α2

}
,

Ω2 =
{
x ∈ Rn : xTPx < β2

}
,

(13)

whereα, β are two positive scalars satisfyingα < β, and
P is a positive definite matrix.

1. First, we let V (x, t) = ln(xTPx), Ci(t) =
1
2 (P−

1
2AT

i (t)P
1
2 + P

1
2Ai(t)P−

1
2 ) and we letΛi(t) de-

note the maximum eigenvalue ofCi(t). Then, on any time
interval [ti, ti+1),

V̇ (x, t) =
(
∇V (x)

)T
ẋ

=
xT (AT

i P + PAi)x
xTPx

≤ 2Λi(t) (14)

holds for anyx 6= 0. Hence, according to Theorem 1, the
system (12) is GP-stable with respect to(Ω1,Ω2, t0, T )
if ‖Bi(t)‖ ≤ 1 (µ = 1) for all i, and∫ t

t0

Λ(τ) dτ < ln(β/α), ∀t ∈ [t0, t0 + T ), (15)

where Λ(t) = Λi(t) when t ∈ [ti, ti+1). According to
Theorem 2, the system (12) is uniformly GP-stable with
respect to(Ω1,Ω2, T ) if ‖Bi(t)‖ ≤ 1 for all i, and∫ t2

t1

Λ(τ) dτ < ln(β/α), ∀t1, t2 ∈ [t0, t0+T ), t2 > t1.

(16)

2. Secondly, we letV (x, t) =
√
xTPx. Then, on

any time interval[ti, ti+1),

V̇ (x, t) =
(
∇V (x)

)T
ẋ ≤ Λi(t)V (x, t). (17)

If ‖Bi(t)‖ ≤ 1 holds for all i, we obtain

V (x, t) ≤ V
(
x(tm), tm

)
exp

(∫ t

tm

Λm(τ) dτ
)

≤ V
(
x(tm−1), tm−1

)
exp

(∫ tm

tm−1

Λm−1(τ) dτ

)

× exp
(∫ t

tm

Λm(τ) dτ
)

≤ · · · ≤ V
(
x(t0), t0

)
exp

(∫ t

t0

Λ(τ) dτ
)
. (18)

From this inequality, we also know that the system (12)
is GP-stable with respect to(Ω1,Ω2, t0, T ) if (15) is sat-
isfied, and that system (12) is uniformly GP-stable with
respect to(Ω1,Ω2, T ) if (16) is fulfilled.

If ‖Bi(t)‖ ≤ µ, µ > 1 holds for all i, in a similar
manner we obtain

V
(
x(t), t

)
≤ V

(
x(t0), t0

)
µ2N(t0,t) exp

(∫ t

t0

Λ(τ) dτ
)
. (19)

Therefore, the system (12) is GP-stable with respect to
(Ω1,Ω2, t0, T ) if

N(t0, t) ln(µ)+
∫ t

t0

Λ(τ) dτ < ln(β/α), ∀t ∈ [t0, t0+T ),

(20)

and the system (12) is uniformly GP-stable with respect to
(Ω1,Ω2, T ) if

N(t1, t2) ln(µ) +
∫ t2

t1

Λ(τ) dτ < ln(β/α) (21)

for any t1, t2 ∈ [t0, t0 + T ), t2 > t1. As
was also pointed out in (Zhai and Michel, 2002), we
note here that the inequalities (20) and (21) are in
fact the conditions on the average dwell time between
discontinuities, and that the average dwell time ap-
proach was extensively discussed in the sense of the
Lyapunov stability for switched systems in (Hespanha
and Morse, 1999; Zhaiet al., 2000; 2001; 2002).

�

Example 2. Consider the discontinuous dynamical sys-
tem described by ẋ(t) = Aix(t) +Mix(ti), ti ≤ t < ti+1,

x(t) = Bix(t−), t = ti+1,
(22)

whereAi, Mi, Bi ∈ Rn×n. We deal with the same sets
Ω1 and Ω2 as in Example 1, and assume that

‖P− 1
2AiP

− 1
2 ‖ < λ, ‖P− 1

2MiP
− 1

2 ‖ < γ,

‖Bi‖ < µ < 1.
(23)

Let V (x, t) =
√
xTPx. For any t ∈ [t0, t0 + T ),

we assume that the discontinuous time instants on[t0, t)
are t1, . . . , tm. Hence

V̇
(
x(t), t

)
=
(
∇V (x, t)

)T
ẋ

≤ λV (x, t) + γV
(
x(tm), x(tm)

)
, (24)
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and thus

V
(
x(t), t

)
‖ ≤

[
eλ(t−tm)+γ

∫ t

tm

eλ(t−τ) dτ
]
V
(
x(tm), tm

)
≤ (1 + γλ−1)eλ(t−tm)V

(
x(tm), tm

)
. (25)

Since V (x(tm), tm) < µV (x(t−m), t−m), repeating the
above computation, we obtain

V
(
x(t), t

)
≤
(
µ(1 + γλ−1)

)N(t0,t)
eλ(t−t0)V

(
x(t0), t0

)
.

(26)

Therefore, the system (22) is GP-stable with respect to
(Ω1,Ω2, t0, T ) if

N(t0, t) ln
(
µ(1 + γλ−1)

)
+ λ(t− t0) < ln(β/α) (27)

for any t ∈ [t0, t0 + T ), and the system (22) is uniformly
GP-stable with respect to(Ω1,Ω2, T ) if

N(t1, t2) ln
(
µ(1 + γλ−1)

)
+ λ(t2 − t1) < ln(β/α)

(28)

for any t1, t2 ∈ [t0, t0 + T ), t2 > t1. Obviously, the
conditions (27) and (28) yield also an average dwell time
between discontinuities in (22). �

Remark 5. To show various kinds of the GP-stability of a
discontinuous dynamical system, the key point is to find a
Lyapunov-like functionV (x, t). However, even for a sin-
gle nonlinear system with continuous right-hand side, the
Lyapunov-like function candidate can take various forms,
and it is not easy to establish a systemic way of calculating
suchV (x, t). Examples 1 and 2 showed that the form of√
xTPx or ln(xTPx) with some positive-definite ma-

trix P may be effective in many cases. For a more gen-
eral form of the Lyapunov-like function candidate in the
present case, we suggest the method proposed in (Laksh-
mikanthamet al., 1991), together with an average dwell
time scheme which deals with the discontinuities. For ex-
ample, in the case of Theorem 1, we may first use the
methods in (Lakshmikanthamet al., 1991) to determine
some Lyapunov function candidates satisfying the condi-
tions (i) and (ii). Then we consider some average dwell
time scheme, such as (21) or (28), to choose an appro-
priate one which satisfies furthermore the condition (iii).
Examples 1 and 2 were analysed using this procedure.

4. Analysis for Perturbed Systems

In this section, we consider the discontinuous dynamical
system under perturbing forces (resp., external inputs), de-
scribed by ẋ(t) = fi

(
x(t), t

)
+ ui

(
x(t), t

)
, ti ≤ t < ti+1.

x(t) = gi

(
x(t−), t

)
, t = ti+1,

(29)

where ui(x, t) is defined as in (1) and the notation is
the same as in (7). It is assumed thatui(x, t) is mea-
surable in a domainG of Rn × I, and for any closed
bounded domain ofD ⊂ G it is assumed that there exists
a summable functionNi(t) such that almost everywhere
in D we have‖ui(x, t)‖ ≤ Ni(t). ui(0, t) = 0.

Theorem 4.System (29) is totally GP-stable with respect
to (Ω1,Ω2, ε, t0, T, ‖ · ‖), Ω1 ⊂ Ω2, if there exist a real-
valued functionV (x, t) ∈ C1, a positive scalarµ and
two integrable functionsφ(t), η(t) on I such that

(i) V̇
(
x(t), t

)
|u≡0 ≤ φ(t) a.e. t ∈ I, x ∈ Ω2,

(ii)
∥∥∇V (x(t), t)∥∥ ≤ η(t) a.e. t ∈ I, x ∈ Ω2,

(iii) V
(
gi(x, t), t

)
≤ µV (x, t), ∀i, ∀t ∈ I, ∀x ∈ Ω2,

(iv)
∫ t

t0

µN(τ,t)
(
φ(τ) + εη(τ)

)
dτ

< inf
x∈Ωc

2

V (x, t)− µN(t0,t) sup
x∈Ω1

V (x, t0), ∀t ∈ I.

Proof. The proof is by contradiction. Letx(t) be a solu-
tion of (29), with x(t0) ∈ Ω1. Assume that there exists
a t̄ ∈ [t0, t0 + T ), the first time such thatx(t̄) ∈ Ωc

2.
Let t1, . . . , tm be the discontinuous time instants before
t̄. Then, similarly as in the proof of Theorem 1, we obtain

V
(
x(t̄), t̄

)
≤ V

(
x(tm), tm

)
+
∫ t̄

tm

Γ(τ) dτ,

V
(
x(t−m), t−m

)
≤ V

(
x(tm−1), tm−1

)
+
∫ tm

tm−1

Γ(τ) dτ,
... (30)

V
(
x(t−1 ), t−1

)
≤ V

(
x(t0), t0

)
+
∫ t1

t0

Γ(τ) dτ,

where Γ(τ) = φ(τ) + εη(τ), along with the hypothe-
ses (i) and (ii) used to estimatėV (x, t). Hence, using the
hypothesis (iii), we haveV (x(ti), ti) ≤ µV (x(t−i ), t−i )
for i = 1, . . . ,m, and we obtain

V
(
x(t̄), t̄

)
≤ µN(t0,t̄)V

(
x(t0), t0

)
+
∫ t̄

t0

µN(τ,t̄)Γ(τ) dτ

≤ µN(t0,t̄) sup
x∈Ω1

V (x, t0)+
∫ t̄

t0

µN(τ,t̄)Γ(τ) dτ.

(31)

Finally, in view of the hypothesis (iv), we can write

V
(
x(t̄), t̄

)
< inf

x∈Ωc
2

V (x, t̄), (32)

which implies thatx(t̄) ∈ Ωc
2 is not true, which is a

contradiction to the original assumption. Therefore, there
does not exist āt ∈ [t0, t0 + T ) as asserted above, and



Generalized practical stability analysis of discontinuous dynamical systems 11

thusx(t) ∈ Ω2 holds for everyt ∈ I. This completes the
proof.

Theorem 5. The system (29) is totally uniformly GP-
stable with respect to(Ω1,Ω2, ε, T, ‖ · ‖), Ω1 ⊂ Ω2, if
there exist a real-valued functionV (x, t) ∈ C1, a posi-
tive scalarµ and two integrable functionsφ(t), η(t) on
I such that

(i) V̇
(
x(t), t

)
|u≡0 ≤ φ(t) a.e. t ∈ I, x ∈ [Ω2 − Ω̄1],

(ii)
∥∥∇V (x(t), t)∥∥ ≤ η(t) a.e. t ∈ I, x ∈ [Ω2 − Ω̄1],

(iii) V
(
gi(x, t), t

)
≤ µV (x, t),

∀i, ∀t ∈ I, ∀x ∈ [Ω2 − Ω̄1].

(iv)
∫ t2

t1

µN(τ,t2) (φ(τ) + εη(τ)) dτ

< inf
x∈Ωc

2

V (x, t2)− µN(t1,t2) sup
x∈Ω1

V (x, t1),

∀t1, t2 ∈ I, t2 > t1.

The proof of Theorem 5 is similar to that of Theo-
rem 4, and is thus omitted.

Setting φ(t) = 0 in Theorems 4 and 5 leads to the
following results:

Corollary 4. The system (29) is totally GP-stable with
respect to(Ω1,Ω2, ε, t0, T, ‖ · ‖), Ω1 ⊂ Ω2, if there exist
a real-valued functionV (x, t) ∈ C1, a positive scalarµ
and an integrable functionη(t) on I such that

(i) V̇
(
x(t), t

)
|u≡0 ≤ 0 a.e. t ∈ I, x ∈ Ω2,

(ii)
∥∥∇V (x(t), t)∥∥ ≤ η(t) a.e. t ∈ I, x ∈ Ω2,

(iii) V
(
gi(x, t), t

)
≤ µV (x, t), ∀i, ∀t ∈ I, ∀x ∈ Ω2,

(iv) ε
∫ t

t0

µN(τ,t)η(τ) dτ + µN(t0,t) sup
x∈Ω1

V (x, t0)

< inf
x∈Ωc

2

V (x, t), ∀t ∈ I.

Corollary 5. The system (29) is totally uniformly GP-
stable with respect to(Ω1,Ω2, ε, T, ‖ · ‖), Ω1 ⊂ Ω2, if
there exist a real-valued functionV (x, t) ∈ C1, a positive
scalar µ and an integrable functionη(t) on I such that

(i) V̇
(
x(t), t

)
|u≡0 ≤ 0 a.e. t ∈ I, x ∈ [Ω2 − Ω̄1],

(ii)
∥∥∇V (x(t), t)∥∥ ≤ η(t) a.e. t ∈ I, x ∈ [Ω2 − Ω̄1],

(iii) V
(
gi(x, t), t

)
≤ µV (x, t),

∀i, ∀t ∈ I, ∀x ∈ [Ω2 − Ω̄1],

(iv) ε
∫ t2

t1

µN(τ,t2)η(τ) dτ + µN(t1,t2) sup
x∈Ω1

V (x, t1)

< inf
x∈Ωc

2

V (x, t2), ∀t1, t2 ∈ I, t2 > t1.

Example 3. Consider the discontinuous dynamical sys-
tem described by ẋ(t) = Ai(t)x(t) + ui

(
x(t), t

)
, ti ≤ t < ti+1,

x(t) = Bi(t)x(t−), t = ti+1,
(33)

where the notation is the same as in (12) except that
ui(x(t), t) describes the perturbing forces. Let‖ · ‖ de-
note the Euclidean norm.

As in Example 1, we deal with the setsΩ1 and Ω2

described in (13). Then, on any time interval[ti, ti+1)
and x ∈ [Ω2 − Ω̄1],

V̇ (x, t) =
(
∇V (x)

)T
ẋ =

2xTCix+ 2xTPui

xTPx

≤ 2Λi(t) + 2εζ/α, x 6= 0, (34)

where ζ is the largest eigenvalue ofP
1
2 . Then, accord-

ing to Theorem 5, the system (33) is uniformly totally
GP-stable with respect to(Ω1,Ω2, ε, T, ‖ · ‖), if for any
t1, t2 ∈ I, t2 > t1,∫ t2

t1

µN(τ,t2)
(
Λ(τ) + εζα−1

)
dτ

< ln(β)− µN(t1,t2) ln(α), (35)

which degenerates to∫ t2

t1

(
Λ(τ) + εζα−1

)
dτ

< ln(β/α), t1, t2 ∈ I, t2 > t1, (36)

in the case ofµ = 1. �

Finally, we review Example 1 by dealing with two
different sets for the system state trajectory. We do it here
instead of immediately analysing it after Example 1 since
the result turns out to be quite similar to the case where
persistent perturbations exist.

Example 4. (Review of Example 1) Consider the sys-
tem (12) with the following sets:

Ω̃1 =
{
x ∈ Rn : (x−Θ)TP (x−Θ) < α2

}
,

Ω̃2 =
{
x ∈ Rn : (x−Θ)TP (x−Θ) < β2

}
,

(37)

whereΘ ∈ Rn is a specified vector, and0 < α < β.

We let V (x, t) = ln((x−Θ)TP (x−Θ)). Then, on
any time interval[ti, ti+1),

V̇ (x, t) =
(
∇V (x)

)T
ẋ

=
(x−Θ)TPAix+ xTAT

i (t)P (x−Θ)
(x−Θ)TP (x−Θ)

≤ 2Λi(t) + 2ψi(t)/α, x 6= Θ, (38)
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where ψi(t) = ‖P 1
2Ai(t)Θ‖. Then, according to The-

orem 1, the system (12) is GP-stable with respect to
(Ω̃1, Ω̃2, t0, T ) if ‖Bi(t)‖ ≤ 1 (µ = 1) for all i, and

∫ t

t0

(
Λ(τ) + ψ(τ)α−1

)
dτ

< ln(β/α), ∀t ∈ [t0, t0 + T ), (39)

where ψ(t) = ψi(t) when t ∈ [ti, ti+1). According to
Theorem 2, the system (12) is uniformly GP-stable with
respect to(Ω̃1, Ω̃2, T ) if ‖Bi(t)‖ ≤ 1 for all i, and∫ t2

t1

(
Λ(τ) + ψ(τ)α−1

)
dτ < ln(β/α) (40)

holds for anyt1, t2 ∈ [t0, t0 + T ), t2 > t1. �

5. Conclusion

In the present paper we proposed a new concept ofgener-
alized practical stabilityand established sufficient condi-
tions of variousGP-stabilitiesfor a wide class of discon-
tinuous dynamical systems. We allowed for the case of
systems subjected to persistent perturbing forces (resp.,
external inputs). Our results provide estimates of sys-
tem trajectory areas. As in the classical Lyapunov theory,
these results constitute a Direct Method, involving auxil-
iary scalar-valued Lyapunov-like functions. These func-
tions, however, have properties that differ significantly
from the usual Lyapunov functions. Some of our results
turn out to be closely related to the existing results on
switched systems which make use of the average dwell
time approach. We demonstrated the applicability of the
method advanced herein by means of several specific ex-
amples.
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