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CONTROL STRUCTURE IN OPTIMIZATION PROBLEMS OF BAR SYSTEMS
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Optimal design problems in mechanics can be mathematically formulated as optimal control tasks. The minimum principle
is employed in solving such problems. This principle allows us to write down optimal design problems as Multipoint
Boundary Value Problems (MPBVPs). The dimension of MPBVPs is an essential restriction that decides on numerical
difficulties. Optimal control theory does not give much information about the control structure, i.e., about the sequence of
the forms of the right-hand sides of state equations appearing successively in time. The correctness of the assumed control
structure can be checked after obtaining the solution of the boundary problem. For the numerical solution, we use hybrid
procedures which are a connection of the multiple shooting method with that of collocation.
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1. Optimization Framework

An optimized bar system is represented by its model,
which should be as close to reality as possible. As the vari-
ables connected with the model we consider: parameters
describing physical properties of an object with its geom-
etry, factors acting on the object (load, temperature, en-
vironment) and parameters describing a system response.
According to the accessible knowledge about individual
parameters, we distinguish the following classes of tasks:
analysis, synthesis, identification and control. Optimiza-
tion can appear in synthesis, identification and control. So
far in constructional design the analysis has been a basic
class, although it does not contain optimization. A proper
formulation of an optimization problem consists in choos-
ing control variables, a criterion and necessary constraints,
and so it is a complicated task. An improper formulation
may cancel any advantages which are due to optimization.

1.1. Formulation of the Optimization Task

1. State equations with boundary conditions and inte-
rior point conditions:

y′(x) =


f1(x, y, u), x ∈ (0, x1),

...

fm(x, y, u), x ∈ (xm−1, l),

(1)

f : Rn+k+1 → Rn, y(0) = y0,

y : [0, l] → Rn, u : [0, l] → Rk,

ψ(y(l), l) = 0, ψ : Rn × R+ → Rq,

Nj(yj(xi), xi) = 0, Nj : R× R+ → R,
i = 1, 2, . . . ,m− 1, j ∈ E1 ⊂ {1, 2, . . . , n}

ψ
j
(yj(x+

i ), yj(x−i )) = 0, ψ
j

: R2 → R,
i = 1, . . . ,m− 1, j ∈ E2 ⊂ {1, 2, . . . , n},

E1 ∩ E2 = ∅.
(2)

2. Constraints:

C(y(x), u(x)) ≤ 0, C : Rn+k → Rt, x ∈ (0, l),

S(y(x)) ≤ 0, S : Rn → Rt, u(x) ∈ V ⊂ Rk.
(3)

In the optimization process it is crucial if the con-
straints (3) depend explicitly on control.

3. Optimization criterion:

(a) Bolza and Lagrange-type functionals (4):

J [u, l] = φ(y(l), l) +

l∫
0

L
(
y(x), u(x), x

)
dx (4)

(b) Maximum-type functionals:
Min-max problems can be transformed into
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constrained Mayer-type problems by introduc-
ing an additional control parameterp (min-
max task) (Bulirschet al., 1991; Pesch, 1994) :

J [u] = max
x∈[0,l]

|M(y(x), u(x), x)|,

p = max |M(y(x), u(x), x)|, J [u, p] = p,

p− |M(y(x), u(x), x)| ≥ 0.

(5)

1.2. Necessary Conditions of Optimization

Necessary conditions for optimal control will be set in this
section. Define the Hamilton functionH and the function
Φ as follows:

H(y, u, λ) := L(y, u) + λT f(y, u) + µC(y, u),

Φ(y, x, ν) := φ(y, x) + νTψ(y, x),

µ = −C−1
u (Lu + λT fu) if Cu 6= 0.

(6)

The optimal solution satisfies the necessary conditions

λ′T = −Hy, u = argmin
u∈V

H, λT (l) = Φy|x=l, (7)

where λ : [0, l] → Rn and ν ∈ Rq are the so-called
Lagrange multipliers.

1.2.1. State Variable Inequality Constraints

The cases of constraints dependent on state variables
(Oberle and Grimm, 1989; Pesch, 1994) undergo a par-
ticular analysis:

S
(
y(x)

)
≤ 0 : Rn → Rt,

S
(
y(x)

)
≡ 0 for x ∈ [x1, x2] ⊂ [0, l].

(8)

It is impossible to determine the control directly from the
equationS(y(x)) = 0. We can distinguish the following
two cases:

1. A constraint is active in an interval:S(y(x)) = 0
for x ∈ [x1, x2].

2. A constraint remains active at an interior pointxb:
S(y(xb)) = 0.

The second condition will be scrutinized. For the optimal
solution of the problem with the conditions (8), there exist
multipliers σi which enable us to express jumps of adjoint
functions at the interior pointxb:

λT (x+
b ) = λT (x−b )− σTSy

(
y(xb)

)
, σi ≥ 0. (9)

Moreover, the Hamilton function is continuous at the point
xb, H(x+

b , y, λ, u) = H(x−b , y, λ, u).

1.3. Constraints on State Variables at a Fixed Point

The internal condition at a fixed pointxi can generally
be written down as follows:

ψ
j
(yj(x+

i ), yj

(
x−i )

)
= 0, i = 1, . . . ,m− 1,

j ∈ E2, ψ
j

: R2 → R.
(10)

The adjoint variablesλ(x) are discontinuous at the
pointxi:

λj(xi
+) = λj(xi

−)− ν
∂ψ

∂y
. (11)

In optimum design tasks, the conditions (10) have in most
cases the form

yj(xi) = 0, λj(xi
+) = λj(xi

−)− ν, (12)

or

yj(xi
+) = yj(xi

−) +Dj , λj(xi) = 0. (13)

Optimal control theory makes it possible to formulate an
optimization problem with constraints on state variables
as a multipoint boundary value problem (MPBVP).

2. Numerical Solution of Optimal Control
Problems

Indirect or direct methods are used for a numeri-
cal solution of optimal control problems. By defi-
nition, indirect methods involve adjoint variables, the
Hamilton function, the minimum principle, and nec-
essary conditions are employed in formulating MPB-
VPs. Numerical methods producing solutions to MP-
BVPs are based on the Indirect Multiple Shooting
method. The crucial points of an indirect method al-
gorithm with suitable computer programs are shown
in Fig. 1.

Numerical solution of optimal control problems

↙
Indirect Methods – IM

⇓
Optimal Control Theory – OCT

⇓
Multipoint Boundary Value Problems

for ordinary differential equations – MPBVPs
⇓

Indirect Multiple Shooting – IMS

⇓
Software: BNDSCO – Oberle 1989, MUMUS - Hiltman, 1990

Fig. 1. Characterization of indirect methods for
solving optimal control problems.
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An essential feature of the Indirect Multiple Shoot-
ing method is the verification of necessary conditions of
optimization, which enables us to reach a solution that
satisfies the conditions and is a good candidate for the
optimal solution. In this method a certain starting solu-
tion with a structure suitable for the problem is iteratively
corrected. The structure of the solution can be compli-
cated and the choice of initial values for which an IMS
method is convergent can be difficult. However, an in-
direct method requires the knowledge of optimal control
theory, and setting down MPBVPs is not effortless. Us-
ing an indirect method gives a wealth of information that
provides a deep insight into the optimal solution structure.
Taking into account adjoint equations is burdensome but
it makes it possible to check many necessary conditions in
order to eliminate solutions which are not optimal.

Numerical solution of optimal control problems
↙

Direct Methods – DM
↙ ↘

Partial discretization Complete discretization
⇓ ⇓

Direct shooting Direct collocation
⇓ ⇓

DIRMUS – Hinsberger 1997

DIRCOL – von Stryk 1994

SODAS – Gerdts 2000 SOCS – Betts 1995
↘ ↙

NUDOCCCS – Büskens 1998

Fig. 2. Characterization of direct methods for solving optimal
control problems. DIRCOL – A Direct Collocation
Method for the Numerical Solution of Optimal Control
Problems (Von Stryk, 2002), DIRMUS – DIRect MUlti-
ple Shooting method (Hinsberger, 1996), NUDOCCCS
– NUmerical Discretization method for Optimal Con-
trol problems with Constraints in Control and State, Ver-
sion 9.0 (Pesch, 2002).

3. Optimization of Multispan Steel Girders

Now we present one of many subjects related to the op-
timal design of continuous beams which are elements of
an actual object. The beams are made out of St3SX steel
and they have an I-section with a constant height of the
web and the changeable width of the flange. This width
is the control variable in the optimization problem. The
continuous beams are subjected to a dead weightq1 and
a useful loadq2. For the three-span beam of a floor we
set down loads and on this basis the analytical useful load
q2 = 65 KN/m was accepted. The three combinations of
loads which exhausted the most disadvantageous possibil-

ities were analyzed. The right deflection, angle of deflec-
tion, bending moment and shearing force were involved in
the aforementioned combinations.

3.1. Formulation of Optimization Tasks

The three-span beam is optimized in the presence of con-
straints for four different criteria. The program of the opti-
mization tasks is formulated as follows (Mikulski, 1999):
For the beam acted upon by manifold loads it is necessary
to determine an optimal distribution of the width of the
cross-sectionB(x), which corresponds to the minimum
of an accepted cost function with the assumed constraints.
As the optimization criteria, in the successive tasks we as-
sume the following:

1. Volume of the beam with limited stresses:

J =

l∫
0

A(x) dx, σx ≤ fd,

A(x) = 0.036u(x) + 0.01757.

(14)

2. Volume of the beam with limited deflections:

J =

l∫
0

A(x) dx, |yk| ≤ ydop, k = 1, 5, 9. (15)

3. Maximum value of deflection with a fixed volume:

J =
∑

αk max
x
|yk|, k = 1, 5, 9,

l∫
0

A(x) dx = V0.

(16)

4. Maximum value of a normal stress with a constant
volume

J =
∑

αk max
x

σk
x, k = 1, 2, 3,

l∫
0

A(x)dx = V0.

(17)

State equations, loads in characteristic intervals, boundary
conditions and internal point conditions are successively
tabulated (I = 0.01977u(x) + 0.00314).

The unknown valuesQ1, . . . , Q6 will be determined
from the following equations:

Q′
i = 0, i = 1, 2, 3, 4, 5, 6,

y1(16) = y1(32) = 0, y5(16) = y5(32) = 0,

y9(16) = y9(32) = 0.

(18)

An extended version of the minimum principle is em-
ployed in formulating necessary conditions of optimality.
It takes into account the constraints on state variables and
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Table 1. State equations.

Variant 1 2 3 4

I y′1 = y2 y′2 = y3/EI y′3 = y4 y′4 = −(qI(x) + γA(x))

II y′5 = y6 y′6 = y7/EI y′7 = y8 y′8 = −(qII(x) + γA(x))

III y′9 = y10 y′11 = y3/EI y′11 = y12 y′12 = −(qIII(x) + γA(x))

Table 2. Load(l1 = 16, l2 = 32, l3 = 48 m).

Variant (0, l1) (l1, l2) (l2, l3)

I q1 + q2 q1 q1 + q2

II q1 q1 + q2 q1

III q1 + q2 q1 + q2 q1

their discontinuities at a finite number of points. The op-
timal control can be determined by solving the system of
equations

y′ =
∂H

∂λ
, λ′ = −∂H

∂y
, u = argmin

u∈V
H, (19)

with boundary conditions for state variables and transver-
sality conditions for adjoint functions. A detailed discu-
sion of the necessary conditions will be given in the next
section.

3.2. Optimization of the Beam with Respect to
the Maximum Deflection

The sum of the maximum deflections (16) is the cost func-
tion in the discussed problem. Introducing the control
parameterp, we reduce the optimization problem to the
Mayer form. In the formulated task we search for control
u which minimizes the value of the parameterp:

min
u
p

p(u) = α1 max
x
|y1|+ α2 max

x
|y5|+ α3 max

x
|y9|,

α1 + α2 + α3 = 1, (20)

in the presence of the following side conditions:

1. State equations. The state equations are set down in
Table 1. In the analyzed problem, the total volume
of the beam is known. After introducing an addi-

tional variableV (x) =
x∫
0

A(ξ) dξ, the condition of

the constant volume can be written down in the form
of the differential equationV (x)′ = A(x) with the
boundary conditionsV (0) = 0 and V (l) = V0.

2. Boundary conditions and internal point condi-
tions for state variables.These are set down in Ta-
ble 3.

3. Geometrical conditions:

– on control

u(x) ≡ B(x), U1 = Bmin ≤ B(x) ≤ Bmax = U2,

Bmin = 0.4 m, Bmax = 0.6 m, (21)

– condition of the constant volume which allows us
to compare the optimal solution with the solution
for fixed B(x) = B0.

4. Constraints on state variables. These constraints
result from the assumed cost function (20) and have
the form (Bulirschet al., 1991):

g1 = p− α1|y1| − α2|y5| − α3|y9| ≥ 0,

p′ = 0.
(22)

The Hamilton function (6) of the task considered has the
following detailed form:

H = λ1y2 + λ2
y3
EI

+ λ3y4 + λ4

(
− qI + γA(x)

)
+ λ5y6 + λ6

y7
EI

+ λ7y8 + λ8

(
− qII + γA(x)

)
+ λ9y10 + λ10

y11
EI

+ λ11y12

+ λ12

(
− qIII + γA(x)

)
+ µA(x) + η(p−α1|y1|−α2|y5|−α3|y9|). (23)

The boundary conditions and the internal point conditions
for the adjoint functions (7), resulting from the transver-
sality conditions, are set down in Table 4.

From the condition∂H/∂u = 0 we will determine
the optimal controlu(x) if constraints are not active. The
Hamilton function (6) is piecewise constant and has jumps
at fixed intermediate supports,

H(y+, λ+, u+, 16) = H(y−, λ−, u−, 16) +D1,

H(y+, λ+, u+, 32) = H(y−, λ−, u−, 32) +D2.
(24)
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Table 3. Boundary conditions and internal point conditions.

Variant Variable x = 0 x = 16 x = 32 x = 48

I y1 0 0 0 0

y2 — y2(l
−
1 ) = y2(l

+
1 ) y2(l

−
1 ) = y2(l

+
1 ) —

y3 0 y3(l
−
1 ) = y3(l

+
1 ) y3(l

−
1 ) = y3(l

+
1 ) 0

y4 — y4(l
−
1 ) = y4(l

+
1 ) + Q1 y4(l

−
1 ) = y4(l

+
1 ) + Q2 —

II y5 0 0 0 0

y6 — y6(l
−
1 ) = y6(l

+
1 ) y6(l

−
1 ) = y6(l

+
1 ) —

y7 0 y7(l
−
1 ) = y7(l

+
1 ) y7(l

−
1 ) = y7(l

+
1 ) 0

y8 — y8(l
−
1 ) = y8(l

+
1 ) + Q3 y8(l

−
1 ) = y8(l

+
1 ) + Q4 —

III y9 0 0 0 0

y10 — y10(l
−
1 ) = y10(l

+
1 ) y10(l

−
1 ) = y10(l

+
1 ) —

y11 0 y11(l
−
1 ) = y11(l

+
1 ) y11(l

−
1 ) = y11(l

+
1 ) 0

y12 — y12(l
−
1 ) = y12(l

+
1 ) + Q5 y12(l

−
1 ) = y12(l

+
1 ) + Q6 —

Table 4. Boundary conditions and internal point conditions for adjoint functions.

Variant Variable x = 0 x = 16 x = 32 x = 48

I λ1 — λ1(l
+
1 ) = λ1(l

−
1 ) + L1 λ1(l

+
2 ) = λ2(l

−
1 ) + L2 —

λ2 0 — — 0

λ3 0 — — 0

λ4 0 0 0 0

II λ5 — λ5(l
+
1 ) = λ5(l

−
1 ) + L3 λ5(l

+
2 ) = λ5(l

−
1 ) + L4 —

λ6 0 — — 0

λ7 0 — — 0

λ8 0 0 0 0

III λ9 — λ9(l
+
1 ) = λ9(l

−
1 ) + L5 λ9(l

+
2 ) = λ9(l

−
1 ) + L6 —

λ10 0 — — 0

λ11 0 — — 0

λ12 0 0 0 0

The constraints on the state variables (22) are only active
at an isolated point. The adjoint variablesλ1, λ5 and λ9

are discontinuous at that point,

λi(x+
b ) = λi(x−b ) + Cj , i = 1, 5, 9. (25)

4. Numerical Solutions

After setting down the necessary conditions of optimal-
ity, the optimal design task was reduced to the solution of
Multipoint Boundary Value Problems (MPBVPs) for the
system of the differential equations (19) with the bound-
ary conditions and the internal point conditions given in
Tables 1–4. It is necessary to determine 13 state variables
yi, 13 adjoint variablesλi, 6 constantsQi responsible
for the jumps of state variables, 6 constantsLi connected
with the discontinuity of adjoint functions, 1 multiplier
η, 2 constantsDj , 3 constantsCj , so that, all in all,
44 parameters have to be determined. The solution of the

formulated optimal design problem is possible in a numer-
ical way. Numerical results were obtained by using the
programsDircol-2.1 (Von Stryk, 2002) andBNDSCO
(Oberle and Grimm, 1989) for optimization. After solv-
ing MPBVPs, the following structure of the optimal so-
lution with 13 points of change in the controlu(x) was
obtained:

U1 when x ∈ (0., 1.23),

Uopt when x ∈ (1.23, 2.46),

U2 when x ∈ (2.46, 12.30),

g1 = 0 when x = 7.13,

Uopt when x ∈ (12.30, 13.53),

U1 when x ∈ (13.53, 14.76),

Uopt when x ∈ (14.76, 15.00),

U2 when x ∈ (15.00, 20.00),

Uopt when x ∈ (20.00, 21.33),

(26a)
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

U1 when x ∈ (21.33, 36.36),

Uopt when x ∈ (36.36, 37.81),

U2 when x ∈ (37.81, 39.27),

Uopt when x ∈ (39.27, 43.63),

U1 when x ∈ (43.63, 48.00),

(26b)

for which the cost function (22) isp = 0.8889 · 10−2. As
the optimization result, the optimal distribution of the con-
trol variable was obtained and the cost function (22) was
decreased by26.6% for the same volume of the beam.

The structure of the solution is given in the rela-
tions (26a) and (26b)

Table 5. Comparison of results.

u p (22) volume

u = 0.50 p = 0.1195 · 10−1 V0 = 1.728

uopt p = 0.8889 · 10−2 V0 = 1.728

5. Optimization of Elastic Arches under
Multiple Loads

In this section we consider the formulation and solution
of optimal design problems of elastic arches in terms of
multiple load systems. This class of loads is crucial for
the statement of optimization and control problems since
solutions for one kind of forces are not optimal for an-
other. In the design practice, however, we are looking for
the best solution in terms of the most disadvantageous lo-
cations of loads. The maximum displacement, maximum
stress or the volume (weight) is the cost function. In the
optimization task the height or the width of the rectangular
cross section of the arch and the position of intermediate
supports become control variables. The constraints are of
geometrical nature, and they refer to control variables and
to the complete volume (weight) of the arch.

5.1. Optimal Design Problem

The subject of the analysis is a continuous arch with
boundary conditions defined on both ends of the arch.
Besides, an additional intermediate support is considered.
The state variables existing in every state of loading are:
deflections, the angle of deflection, the bending moment,
normal and shear forces. For the continuous two-span
arch, three various states of a useful load (Fig. 3) are taken
into consideration: Case 1—the useful load distributed on
the whole length of the arch, the respective state variables
are yi, i = 1, . . . , 6; Case 2—the useful load in the in-
terval (0, ξp), the state variables areyi, i = 8, . . . , 13.
Case 3—the useful load in the interval(ξp, l), the state

variables areyi, i = 14, . . . , 19. It is assumed that the di-
mensionless height of the rectangular cross-section is the
control U(ξ). The equilibrium state of the arch is defined
by a system of ordinary differential equations together
with the appropriate initial and boundary conditions for
the unknownsN,Q,M, u,w and β. These variables are
functions ofx and represent geometrical and mechanical
quantities:N – longitudinal force,Q – shear force,M –
bending moment,β – angle,u andw – displacements in
normal and tangential directions, respectively.

System of state equations:

if ξ ∈ (0, 1), then

y′1 =
8a1y2
Z1

+ a2U4a1(1− 2ξ)

+
(p0 − q0)4a1(1− 2ξ)√

Z1
,

y′2 =
−8a1y1
Z1

− a2U −
p0 + q0(16a2

1(1− 2ξ)2)√
Z1

,

y′3 = y2
√
Z1,

y′4 =
y1a3

√
Z1

U
− 8a1y5

Z1
,

y′5 =
8a1y2
Z1

− y6
√
Z1

y′6 =
y3
√
Z1

U3
,

y′8 =
8a1y9
Z1

+ a2U4a1(1− 2ξ)

+
(p0 − q0)4a1(1− 2ξ)√

Z1
,

y′9 =
−8a1y8
Z1

− a2U −
p0 + q0(16a2

1(1− 2ξ)2)√
Z1

,

y′10 = y9
√
Z1,

y′11 =
y8a3

√
Z1

U
− 8a1y12

Z1
,

y′12 =
8a1y9
Z1

− y13
√
Z1

y′13 =
y10
√
Z1

U3
,

y′14 =
8a1y15
Z1

+ a2U4a1(1− 2ξ) +
(−q0)4a1(1− 2ξ)√

Z1
,

y′15 =
−8a1y14
Z1

− a2U −
q0(16a2

1(1− 2ξ)2)√
Z1

,
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Fig. 3. Schemes of the beam with multiple loads, optimal control.
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Fig. 4. State variableyj , optimal controlu(x).
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Fig. 5. Adjoint variables.
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y′16 = y15
√
Z1,

y′17 =
y14a3

√
Z1

U
− 8a1y18

Z1
,

y′18 =
8a1y15
Z1

− y19
√
Z1

y′19 =
y16
√
Z1

U3
, (27)

if ξ ∈ (1, 2), then

y′1 =
8a1y2
Z2

+ a2U4a1(1− 2ξ)

+
(p0 − q0)4a1(1− 2ξ)√

Z2
,

y′2 =
−8a1y1
Z2

− a2U −
p0 + q0(16a2

1(1− 2ξ)2)√
Z2

,

y′3 = y2
√
Z2,

y′4 =
y1a3

√
Z2

U
− 8a1y5

Z2
,

y′5 =
8a1y2
Z2

− y6
√
Z2

y′6 =
y3
√
Z2

U3
,

y′8 =
8a1y9
Z2

+ a2U4a1(1− 2ξ)

y′9 =
−8a1y8
Z2

− a2U

y′10 = y9
√
Z2,

y′11 =
y8a3

√
Z2

U
− 8a1y12

Z2
,

y′12 =
8a1y9
Z1

− y13
√
Z2

y′13 =
y10
√
Z2

U3
,

y′14 =
8a1y15
Z2

+ a2U4a1(1− 2ξ) +
(p0)4a1(1− 2ξ)√

Z2
,

y′15 =
−8a1y14
Z2

− a2U −
p0√
Z2

,

y′16 = y15
√
Z2,

y′17 =
y14a3

√
Z2

U
− 8a1y18

Z2
,

y′18 =
8a1y15
Z2

− y19
√
Z2

y′19 =
y16
√
Z2

U3
. (28)

We normalizex and transform the following depen-
dent variables:ξ = x/l, y1, y8, y14 = n = Nl2/EI0,
y2, y9, y15 = t = Ql2/EI0, y3, y10, y16 = m =
Ml/EI0, y4, y11, y17 = u = u/l, y5, y12, y18 = w =
w/l, y6, y13, y19 = β, U = h/h0,

a1 =
f

l
, a2 =

γl3b0h0

EI0
, a3 =

I0
b0h0l2

,

p0 =
Pl3

EI0
, q0 =

Sl3

EI0
,

(29)

with I0 = b0h
3
0/12 – the moment of inertia,l – the span

of the arch,P (ξ) – the vertical component of the load,
S(ξ) – the horizontal component of the load,E – Young’s
modulus.

The boundary conditions are as follows:

y3(0) = 0, y4(0) = 0, y5(0) = 0,

y4(2) = 0, y5(2) = 0, y6(2) = 0,

y10(0) = 0, y11(0) = 0, y12(0) = 0,

y11(2) = 0, y12(2) = 0, y13(2) = 0,

y16(0) = 0, y17(0) = 0, y18(0) = 0,

y17(2) = 0, y18(2) = 0, y19(2) = 0.

(30)

For the intermediate supportξp1, 12 additional conditions
are imposed:

y4(ξp1) = 0, y1(ξ+p1) = y1(ξ−p1) + C1,

y5(ξp1) = 0, y2(ξ+p1) = y2(ξ−p1) + C2,

y11(ξp1) = 0, y8(ξ+p1) = y8(ξ−p1) + C3,

y12(ξp1) = 0, y9(ξ+p1) = y9(ξ−p1) + C4,

y17(ξp1) = 0, y14(ξ+p1) = y14(ξ−p1) + C5,

y18(ξp1) = 0, y15(ξ+p1) = y15(ξ−p1) + C6.

(31)

Constraints and cost functions

Constraints define the set of admissible controls. For
the control variable, we introduce geometrical constraints:

U1 ≤ U(ξ) ≤ U2,

y′7 = U(ξ)
√
Z1 if ξ ∈ (0, ξp1),

y′7 = U(ξ)
√
Z2 if ξ ∈ (ξp1, 2),

y7(0) = 0, y7(2) = V0,

Z1 = 1 + 16a2
1

(
(1− 2ξ)2

)
,

Z2 = 1 + 16a2
1

(
(3− 2ξ)2

)
.

(32)
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The cost function is defined by the functional

J(U) = α1 max
ξ

(√
y2
4 + y2

5

)
+ α2 max

ξ

(√
y2
11 + y2

12

)
+ α3 max

ξ

(√
y2
17 + y2

18

)
, (33)

α1 + α2 + α3 = 1,

or

J(U) = α1 max
ξ

{
C11

|y3|
U2

+ C22
|y1|
U

}
+ α2 max

ξ

{
C11

|y10|
U2

+ C22
|y8|
U

}
+ α3 max

ξ

{
C11

|y16|
U2

+ C22
|y14|
U

}
. (34)

We wish to determineU(ξ) which corresponds to the
minimum of the functional (33) or (34) satisfying the state
equations (27), (28) with the proper boundary (30), and
jump conditions (31) and the constraints (32).

5.2. General Solution

The min-max objectives such as

J [U, p] = min
U,p

{
α1 max

ξ

(√
y2
4 + y2

5

)
+ α2 max

ξ

(√
y2
11 + y2

12

)
+ α3 max

ξ

(√
y2
17 + y2

18

)}
(35)

can be transformed into Mayer-type problems by intro-
ducing an additional control parameterp satisfying

p = α1 max
ξ

(√
y2
4 + y2

5

)
+ α2 max

ξ

(√
y2
11 + y2

12

)
+ α3 max

ξ

(√
y2
17 + y2

18

)
. (36)

Then the resulting constrained Mayer-type problem is

J [U, p∗] = p =⇒ min ! (37)

subject to the additional inequality constraint

p′ = 0,

g(U, y, p) = p−
{(

α1

√
y2
4 + y2

5

)
+

(
α2

√
y2
11 + y2

12

)
+

(
α3

√
y2
17 + y2

18

)}
≥ 0. (38)

Optimal control theory provides necessary conditions for
the trajectoryy(ξ) and the control functionU(ξ) associ-
ated with it (Busset al., 2002). The controlU(ξ) was cal-
culated from the minimum principle. Defining the Hamil-
ton functionH,

H =
∑

i

λi yi
′ for g(y, U, p) > 0,

H1 = H + µ g(y, U, p) if g(y, U, p) = 0,
(39)

the optimal solutionU(ξ) can be obtained in particular
from the conditions

∂H

∂U
= 0. (40)

The adjoint functionsλi are a solution of the equations

λ′i = −∂H
∂yi

. (41)

The adjoint functionsλk, k = 4, 5, 11, 12, 17, 18 are dis-
continuous at the intermediate support point

λk(ξ+p1) = λk(ξ−p1) +Bk, k = 4, 5, 11, 12, 17, 18,

λk(ξp1) = 0, k = 1, 2, 8, 9, 14, 15.
(42)

The HamiltonianH is discontinuous at the intermediate
support point, where the position is fixed:

H(ξ+p1, y, λ, U) = H(ξ−p1, y, λ, U) + σ1. (43)

The problem of the optimal design of continuous arches
thus reduces to solving the system of 38 differential equa-
tions (27), (28), (41) with the initial boundary condi-
tions (30), (42) and conditions (31), (43) within the in-
terval. The so-called multipoint boundary value problem
(MPBVP) (Hiltmanet al., 1993) has 71 dimensions. The
MPBVP of such a large number of dimensions is com-
posed of 19 state variablesyi, 19 adjoint variablesλi, 6
discontinuities in state variablesCj , 12 jumps of adjoint
variablesBj , 13 points in change in controlU(ξ), 1 dis-
continuity of the Hamilton functionσ1. Optimal control
theory does not give any information about the structure
of the control, i.e., about the number of alterations of the
right-hand sides of the equations. The essential condition
is to assumea priori a certain structure of the control. The
correctness of this assumption will be verified after solv-
ing the boundary problem.

The optimal solution depends on the values of factors
αi. The structure of the optimal control of the elastic two-
span arch is shown in Fig. 8 for various sets of factors
(versions W1–W4).
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Table 6. Factorsαi for the cost function (33).

Version αi p

W1 α1 = 0.5, α2 = α3 = 0.25 0.182243 · 10−3

W2 α1 = 0.4, α2 = α3 = 0.3 0.214554 · 10−3

W3 α1 = 1/3, α2 = α3 = 1/3 0.236091 · 10−3

W4 α1 = 0.6, α2 = α3 = 0.2 0.149342 · 10−3

Comparison of results, versionW4

W4 p = 0.149342 · 10−3, U = Uopt

W4 p = 0.167442 · 10−3, U = 1.0

Table 7. Factorsαi for the cost function (34).

Version αi p

W1 α1 = 0.5, α2 = α3 = 0.25 0.134480

W2 α1 = 0.4, α2 = α3 = 0.3 0.150201

W3 α1 = 1/3, α2 = α3 = 1/3 0.160229

W4 α1 = 0.6, α2 = α3 = 0.2 0.117407

Comparison of results, versionW4

W4 p = 0.117407, U = Uopt

W4 p = 0.169452, U = 1.0

6. Conclusion

Optimal design problems for elastic bar systems are for-
mulated as optimal control problems. Using the minimum
principle, problems of the optimization of bar systems
were reduced to boundary problems for ordinary differ-
ential equations. In general, multipoint boundary value
problems (MPBVPs) were obtained in the tasks of the op-
timal design of bar systems. The dimensions of the result-
ing MPBVPs are very significant. In the present paper, a
hybrid approach, i.e., the connection of the direct collo-
cation method with that of the indirect multiple shooting,
was applied. The indirect multiple shooting method ex-
actly satisfies the necessary conditions of optimality and
makes it possible to obtain a very accurate solution which

satisfies the necessary conditions and becomes a candi-
date for the optimal solution. Checking the stability of
the Hamilton function is an additional guarantee of cor-
rectness. At present, the majority of necessary conditions
may be set down automatically, and preparatory works are
facilitated. It is necessary to take into account certain lim-
itations and imperfections of indirect methods:

– Prior to computations, preparation and setting down
of MPBVPs (e.g., adjoint equations) require much
effort.

– Methods are unusually sensitive to the estimated ini-
tial values for adjoint equations and controls.

– During the formulation of the MPBVPs it is nec-
essary to know the sequence of the appearance of
the right-hand sides of state equations. Obtaining a
proper structure of the solution requires the use of
homotopy in connection with the methods of collo-
cation and multiple shooting. The numerical results
confirm that optimal control methods may be suc-
cessfully applied in the mechanics of bar structures.
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Fig. 6. Arch with multiple loads, optimal control.
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Fig. 7. Optimal solution of the archyj , λj .
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Fig. 8. Control structures dependent on
the cost function and factorsαi.
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