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The problem of fault detection and isolation in nonlinear uncertain systems is studied within the scope of the analytical
redundancy concept. The problem solution involves checking the redundancy relations existing among measured system
inputs and outputs. A novel method is proposed for constructing redundancy relations based on system models described by
differential equations whose right-hand sides are polynomials. The method involves a nonlinear transformation of the initial
system model into a strict feedback form. Algebraic and geometric tools are used for this transformation. The features of
the method are made particular for uncertain systems with a linear structure.
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1. Introduction

An increasing demand for reliability, fault tolerance and
safety in critical purpose systems stimulates the use of
fault detection and isolation (FDI) methods. Numerous
methods for on-line FDI have been proposed within the
framework of analytical redundancy (Chow and Willsky,
1984). According to this concept, FDI is based on chec-
king relations that exist among system inputs and outputs
measured over a finite time window. The FDI process in-
cludes residual generation as a result of the mismatch be-
tween the system behaviour and its reference model be-
haviour, followed by decision making through evaluation
of the residual. Open-loop and closed-loop techniques
have been elaborated for solving the residual generation
problem including redundancy or parity relations (Chow
and Willsky, 1984; Comtet-Varga et al., 1999; Gertler
and Kunwer, 1993; Medvedev, 1994; Mironovskii, 1980;
Lou et al., 1986; Shumsky, 2002) as well as diagnostic
and adaptive observers (De Persis and Isidori, 2001; Ding
and Frank, 1993; Patton and Kangethe, 1989; Seliger and
Frank, 1991).

This paper concentrates on the problem of construc-
ting redundancy relations. Its solution usually deals with
the task of eliminating unknown system states. First solu-
tions of the elimination task with application to construc-

ting redundancy relations were proposed for linear sys-
tems by Mironovskii (1980) and then by Chow and Wil-
lsky (1984). In (Comtet-Varga et al., 1999), the problem
of constructing nonlinear redundancy relations was con-
sidered for continuous-time polynomial systems. In the
framework of the above paper, special tools were consi-
dered for solving the state elimination task involving eli-
mination theory (Diop, 1991), Groebner bases (Cox et al.,
1992) and characteristics sets (Ritt, 1950). The advantage
of the proposed solution is the possibility to use various
software packages (e.g., the Groebner package in the com-
puter algebra system Maple) to support the calculations.
The drawback of the proposed solution is time differen-
tiation of the measured system inputs and outputs that fa-
ils if measurement noise is present. Another method was
proposed by Medvedev (1994). In contrast to the above
work, this method uses integrating the measured system
inputs and outputs, which results in smoothing the noise
effect. But the last method is applicable only to linear sys-
tems.

As soon as the modelling uncertainty and faults both
act upon the residual, the robustness problem arises. The
essence of robust FDI is to make the residual insensitive to
uncertainty and, simultaneously, sensitive to faults. There
exist three main approaches to solve the robustness pro-
blem. The first of them is based on the adaptation princi-
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ple. Its use assumes that the uncertainties represented as
unknown constant (or slow varying) coefficients of the re-
ference model are estimated for tuning the reference mo-
del (Ding and Frank, 1993; Isermann, 1993; Shumsky
2002). A realization of this approach may cause difficul-
ties if the number of the unknown coefficients subjected
to estimation is considerable.

The second approach is closely related to the full de-
coupling problem whose solutions were considered in se-
veral works (De Persis and Isidori, 2001; Frank, 1990;
Massoumnia, 1986; Massoumnia et al., 1989; Patton
and Kangethe, 1989; Seliger and Frank, 1991; Shum-
sky, 1991; Shumsky and Zhirabok, 2006). Note that all
these solutions involve no demands on the time behaviour
of unknown coefficients but are characterized by the exi-
stence conditions that impose strong limitations on the ac-
ceptable number of the above coefficients.

The third approach deals with the optimization prin-
ciple. Various criteria were proposed in the framework of
the multi-objective optimization problem aimed at achie-
ving a compromise between the low sensitivity of the re-
sidual to uncertainty and its high sensitivity to the faults
(Chow and Willsky, 1984; De Persis and Isidori, 2002;
Gertler and Kunwer, 1993; Lou et al., 1986). By incre-
asing the acceptable number of unknown coefficients, this
approach rejects the idea to make the residual insensitive
to uncertainty.

An interesting solution of the robust residual genera-
tion problem was proposed by Pekpe et. al. (2004) for
sensor FDI in stable systems with a linear structure. A di-
stinguishing feature of this solution is that it does not use
the explicit model: all the matrices of the linear model are
assumed to be unknown. Thus, it allows us to overcome
the limitations of the conventional full decoupling based
methods. An advantage of the last solution is that it gives
rise to a new view on the robustness problem.

In this paper, a novel method is proposed for con-
structing the redundancy relations for robust FDI in nonli-
near uncertain systems described by differential equations
whose right-hand sides are polynomials. In order to con-
centrate on the main result, the problem statement is de-
liberately simplified. Firstly, only the noise free case is
considered. Of course, it does not completely correspond
to a real situation but it will allow us to exclude the repe-
tition of known results dealing with optimization techni-
ques, filtering, statistical data handling and threshold ba-
sed decision logic which are not immediately related to
the method. Note that the solution proposed below assu-
mes integrating the measured system inputs and outputs,
which results in smoothing the noise effect. Secondly, as
soon as the hypothesis on the absence of noise is made, the
decision making procedure will consist in the comparison
of the residual vector components with zero.

The method proposed in the paper involves a nonli-
near transformation of the initial system model into a strict

feedback form and, then, its conversion to an input-output
description. Following (Pekpe et al. 2004), the redun-
dancy relations are immediately found from the last de-
scription. In order to isolate the faults, a full decoupling
based method (Shumsky and Zhirabok, 2006) is used to
obtain structural residuals. The result of the last paper can
be also applied to fault detectability and isolability analy-
sis.

Special attention in the paper is paid to nonlinear
transformation of the system model into a strict feedback
form because such a transformation forms a basis for the
proposed method. The existence conditions for transfor-
ming and designing the algorithm were formulated by
Shumsky (1992) in the framework of the algebraic appro-
ach (the algebra of functions). In the present paper, taking
into account the links between the algebra of functions and
the differential geometric approach indicated by Shumsky
and Zhirabok (2006), these conditions and the algorithm
are reformulated in geometric terms. The aim is to obtain
a simplified computer aided procedure for a transforma-
tion.

To make a comparison between new and known
(Pekpe et al., 2004) results, the proposed method is sub-
stantiated for systems with a linear structure. Also, to de-
monstrate the application of the proposed method to non-
linear systems, a nonlinear simulation example is given.

The paper is organized as follows: In Section 2, the
FDI method is described. Section 3 is devoted to the pro-
blem of the nonlinear model transformation. The linear
system case is considered in Section 4. The nonlinear
example is given in Section 5. Section 6 concludes the
paper.

2. Description of the FDI Method

Let the system under diagnosis be specified by differential
equations of the form

x(t) = f
(
x(t)
)
+g
(
x(t)
)
u(t)+d

(
x(t)
)
w(t), (1)

y(t) = h
(
x(t)
)
, (2)

where x(t) ∈ X ⊆ R
n is the state vector, u(t) ∈ U ⊆ R

p

is the input vector, y(t) ∈ Y ⊆ R
l is the output vector,

w(t) ∈ R
q is the vector given for fault representation,

f ,h and g, d are nonlinear vector and matrix functions,
respectively. It is assumed that all the components of the
functions f ,h, g and d have a polynomial form, i.e.,

Pϑ(x) =
∑

i

ϑix
σ1,i

1 x
σ2,i

2 . . . xσn,i
n ,

σj,i, 1 ≤ j ≤ n (3)

with constant coefficients ϑi ∈ R. It is also assumed that
some or all coefficients are unknown. Note that (3) is used
below as the general form for the polynomial representa-
tion.
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Let w(t) = 0 hold for a healthy system. In fault con-
ditions we have w(t) �= 0 and wj(t) �= 0 corresponds
to the j-th fault. Under this assumption, as soon as no
assumption is made about fault dynamics, wj(t) is con-
sidered an arbitrary function of time. Notice that given a
representation of the faults corresponds not only to actu-
ator or plant faults, but also to sensor faults, considered as
pseudoactuator faults (Massoumnia et al., 1989; Park et
al., 1994).

For the system (1), (2) consider a way for construc-
ting redundancy relations. Let w(t) = 0 and introduce the
coordinate transformation

x
(i)
∗ (t) = α(i)

(
x(t)
)
, 1 ≤ i ≤ k, (4)

y∗ = φ
(
y(t)
)
, (5)

such that in the transformed coordinates the system (1),
(2) takes the strict feedback form

x
(1)
∗ (t) = f

(1)
∗
(
y(t)
)

+ g
(1)
∗
(
y(t)
)
u(t),

x
(i)
∗ (t) = f

(i)
∗
(
x

(1)
∗ (t), . . . , x(i−1)

∗ (t), y(t)
)

+g
(i)
∗
(
x

(1)
∗ (t), . . . , x(i−1)

∗ (t), y(t)
)
u(t),

2 ≤ i ≤ k, (6)

y∗(t) = h∗
(
x

(1)
∗ (t), . . . , x(k)

∗ (t)
)
. (7)

The structural interpretation of the strict feedback
form is given in Fig. 1, where S(i) is the feedback-less
dynamic subsystem specified by an appropriate equation
from (6) and index k corresponds to the number of sub-
systems included into this form.

The components of α(i) and φ are assumed to be po-
lynomials of the forms Pϑ(x) and Pϑ(y), while the com-

ponents of f
(i)
∗ ,g(i)

∗ and h∗ take the polynomial forms
Pϑ(χ(i−1)) and Pϑ(χ(k)), respectively, where χ(i−1) =
(
x

(1)T

∗ , . . . , x
(i−1)T

∗ , yT
)T

, χ(k) =
(
x

(1)T

∗ , . . . , x
(k)T

∗
)T

.
It is a principle in further deliberations if, in contrast to
the functions α(i), f

(i)
∗ , g

(i)
∗ and h∗, the function φ does

not contain unknown coefficients.
For the system (6) and all i, 1 ≤ i ≤ k, the corre-

sponding iterated integral is a functional of system inputs
and outputs defined on the time interval [t, t∗] by the re-
currence

I1(t, t∗)

=
∫ t∗

t

(
f

(1)
∗ (y(τ1)) + g

(1)
∗ (y(τ1))u(τ1)

)
dτ1 + x

(1)
∗ (t),

Ii(t, t∗)

=
∫ t∗

t

(
f

(1)
∗
(
I1(t, τi), . . . , I(i−1)(t, τi), y(τi)

)

+ g
(1)
∗
(
I1(t, τi), . . . , I(i−1)(t, τi), y(τi)(τi)

))
dτi

+ x
(i)
∗ (t). (8)

From (6) and (8) it is immediately seen that

x
(i)
∗ (t∗) = Ii(t, t∗). (9)

Taking (7) and (9) into account, we obtain

y∗(t∗) = h∗
(
I1(t, t∗), . . . , Ik(t, t∗)

)
. (10)

Because of the polynomial form for all functions
from (6) and (7), Eqn. (10) can be rewritten as follows:

y∗(t∗) = C(t)W (t, t∗), (11)

where the matrix C(t) dependent on unknown coefficients
and unknown vectors x

(1)
∗ (t), . . . , x(k)

∗ (t) is time invariant
on the time interval [t, t∗], while W (t, t∗) is the column
vector of functionals dependent only on the system inputs
and outputs measured at this time interval. Let ti = t +
iΔt, where Δt is some sampling period, and introduce the
matrix Vi(ti) =

(
W (t, t)W (t, t1) . . .W (t, ti)

)
. Denote

by s the minimal integer satisfying the condition

rank Vs(ts) = rank Vs−1(ts−1). (12)

Note that s − 1 does not exceed the number of li-
near independent components of W (t, t∗). Write Y (ts) =(
y∗(t)y∗(t1) . . . y∗(ts)

)
. According to (11), the equality

Y (ts) = C(t)Vs(ts) holds. According to (12), the matrix
Vs(ts) is singular. Using a nonzero vector

v(ts) ∈ ker Vs(ts),

from the above one obtains Y (ts)v(ts) = 0 independently
of the value of the unknown matrix C(t). Finally, the com-
putational form for robust redundancy relations is given
by

r(ts) = Φs(ts)v(ts) (13)

with the matrix

Φs(ts) =
(
φ(y(t)) φ(y(t1)) . . . φ(y(ts))

)

involved instead of the matrix Y (ts). As soon as the ma-
trix Vs(ts) and the vector v(ts) can be calculated online
by handling system inputs and outputs measured on the
time interval [t, ts], the knowledge of system inputs and
outputs over this time interval is all one needs to calculate
the residual r(ts) at instant ts. To generate the residual
according to (13), we need expressions for the function φ
and the vector W (t, ts) which should be obtained off-line.

Let us make clear the conditions under which the re-
dundancy relations of the form (13) can be applied to fault
detection and isolation. Consider the fault detection pro-
blem first. Assume that a fault in the system, appearing
within the time interval [t, ts], results in a distortion of the
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Fig. 1. Structure interpretation of the strict feedback form.

system output. Due to the polynomial forms for all func-
tions from (1), (2), (4)–(7), we may write

y∗(t∗) =
(
C(t) E(t)

)
(

W (t, t∗)
Ψ(t, t∗)

)

, (14)

where the matrix E(t) is time invariant on the time inte-
rval [t, t∗] and Ψ(t, t∗) is the column vector of functionals
dependent on the system inputs and outputs as well as on
unknown vectors of the state and faults. Therefore, in the
faulty case we have

r(ts) = E(t)
(
Ψ(t, t) Ψ(t, t1) . . . Ψ(t, ts)

)
v(t − s). (15)

Under the assumption
(
Ψ(t, t) Ψ(t, t1) . . . Ψ(t, ts)

)
v(t − s) �= 01,

the necessary condition for fault detection follows imme-
diately from (15):

E(t) �= 0. (16)

The condition (16) fails if

∂α(i)(x)
∂x

dj(x) = 0, 1 ≤ i ≤ k (17)

for each column dj(x), 1 ≤ j ≤ q of the matrix d(x),
because in this case the functions α(i), 1 ≤ i ≤ k define
a transformation of (1) and (2) to (6) and (7) and, there-
fore, the representation (11) holds even if w(t) �= 0 (see
Remark 1 in the next section for details).

To isolate faults, a bank of redundancy relations is
involved. Every redundancy relation from this bank is
used to generate the appropriate subvector of the residu-
als r(m), m = 1, 2, . . . , N , and the residual vector r is
composed of these subvectors. The structural properties of
the residual vector are characterized by the binary matrix
of fault syndromes (Table 1) with the elements smj = 0
if the subvector r(m) is insensitive to the fault caused by
wj(t) �= 0, otherwise smj = 1.

1This assumption looks reasonable if we take into account that the
components of Ψ(t, t∗) are linear functionals independent of the func-
tionals from W (t, t∗).

To isolate a fault, it is necessary (and sufficient) that
every two columns of this matrix do not coincide. Note
that (17) corresponds exactly to the case when the resi-
dual is insensitive to the fault caused by wj(t) �= 0. Con-
sequently, if (17) holds for some m and j, then smj = 0,
otherwise one has smj = 1. Taking this into account, one
can obtain different alternatives for choosing the matrix of
fault syndromes by an appropriate choice of the functions
α(i), 1 ≤ i ≤ k, according to (17).

3. Model Transformation

In this section, the algebra of functions is used to formu-
late existence conditions for a transformation into a strict
feedback form. Then differential geometric tools are in-
volved to obtain a procedure for this transformation.

3.1. Existence Conditions for the Transformation.
Let w(t) = 0 in (1) and consider the functions α(i), 1 ≤
i ≤ k, and φ from (4) and (5), respectively.

Lemma 1. The system (1), (2) admits a transformation
into a strict feedback form (6), (7) if and only if the func-
tions α(i), 1 ≤ i ≤ k and φ satisfy the conditions

f (1)
(
h(x)

)
=

∂α(1)(x)
∂x

f(x),

f (i)
(
α(1)(x), . . . , α(i−1)(x), h(x)

)

=
∂α(1)(x)

∂x
f(x), 2 ≤ i ≤ k,

Table 1. Matrix of fault syndromes.

Residual subvector
Faults

w1(t) �= 0 w2(t) �= 0 . . . wq(t) �= 0

r(1) s11 s12 . . . s1q

r(N) s21 s22 . . . s2q

...
...

...
...

...

r(N) sN1 sN2 . . . sNq
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g(1)
(
h(x)

)
=

∂α(1)(x)
∂x

g(x),

g(i)
(
α(1)(x), . . . , α(i−1)(x), h(x)

)

=
∂α(1)(x)

∂x
g(x), 2 ≤ i ≤ k, (18)

and

h∗
(
α(1)(x), . . . , α(i−1)(x)

)
= φ
(
h(x)

)
. (19)

The proofs of Lemma 1 and Theorem 1 are given in
Appendix.

Remark 1. Let the functions α(i), 1 ≤ i ≤ k satisfy
the conditions (17)-(19). In this case the system (1), (2)
admits a transformation into the strict feedback form (6),
(7) even if wj(t) �= 0. Indeed,

x
(i)
∗ =

∂α(i)

∂x

(
f(x) + g(x)u + dj(x)wj

)

=
∂α(i)

∂x

(
f(x) + g(x)u

)

and the links in the proof of sufficiency hold (see Appen-
dix).

Thus the functions f
(i)
∗ , g

(i)
∗ , 1 ≤ i ≤ k and h∗ are

found from (18) and (19) given functions α(i), 1 ≤ i ≤ k
and φ. To make a step to find the functions α(i), 1 ≤ i ≤ k
and φ, the solvability condition for Eqns. (18) and (19) is
formulated in algebraic terms. In order to overcome po-
ssible obstacles, the definitions of algebraic tools in use
precede this formulation. If necessary, more detailed in-
formation about these tools can be found in (Shumsky and
Zhirabok, 2006).

Denote by �X the set of vector functions with a do-
main X . For vector functions from �X define a partial
preordering relation as a binary operation, as well as rede-
fine a special binary relation for a class of linear-in-control
dynamic systems of the form (1).

Definition 1. (Partial preordering relation) For α, β ∈ �X

the relation α ≤ β holds if and only if there exists a
function determined on the set of values of α such that
β = γ ◦ α , where ‘◦’ signifies the composition.

Definition 2. (Binary operation) For α, β ∈ �X the vec-
tor function α×β ∈ �X is such that α×β ≤ α, α×β ≤ β,
and for every function δ ∈ �X satisfying δ ≤ α and
δ ≤ β the functional inequality δ ≤ α × β holds.

Definition 3. (Binary relation Δ ⊂ �X ×�X ) For α, β ∈
�X and the functions f and g of the system (1) (α, β) ∈
Δ if and only if α ≤ (∂β/∂x)f, α ≤ (∂β/∂x)gj , 1 ≤
j ≤ p where gj constitutes the appropriate column of the
matrix function g.

Theorem 1. Equations (18) and (19) are solvable if and
only if

(h, α(1)) ∈ Δ,

(h × α(1) × . . . × α(i−1), α(i)) ∈ Δ, 2 ≤ i ≤ k, (20)

α(1) × . . . × α(k) ≤ φ ◦ h. (21)

A general way to find the functions α(i), 1 ≤ i ≤ k
follows immediately from the relations (20) and involves a
step-by-step determination of these functions. In the first
step one determines the function α(1) given a function h
according to the inclusion (h, α(1)) ∈ Δ. In each next
step i = 2, 3, . . . , one determines the function α(i) accor-
ding to the inclusion (h×α(1)×α(i−1), α(i)) ∈ Δ given a
function h and the functions α(j), 1 ≤ j ≤ i − 1 determi-
ned in the previous steps. The procedure is accomplished
if for some k one has

α(1) × . . . α(k) ≤ α(k+1), (22)

i.e., all the components of α(k+1) are functionally depen-
dent on the components of the function α(1) × . . .× α(k).
To find the functions α(i), 1 ≤ i ≤ k from the appropriate
inclusions and, then, the function φ from (21), differential
geometric tools (Isidori, 1989) are involved.

3.2. Procedure for the Transformation. Let Λα de-
note the distribution introduced for a vector function α:

Λα = span
{
λα|(∂α/∂x)λα = 0

}

and let the appropriate codistribution be Ωα = Λ⊥
α , where

the symbol ‘⊥’ is used for the annihilator. Recall that one
may find the vector function by integrating some distri-
bution iff this distribution is involutive with respect to the
Lie brackets. For vector functions α and β the connection
between algebraic and differential geometric tools is given
as follows: α ≤ β iff Ωα ⊇ Ωβ and Ωα×β = Ωα + Ωβ

(Shumsky and Zhirabok, 2006). From the above it can
be easily seen that α ≤ β iff Λα ⊆ Λβ and the inc-
lusion Λα×β ⊆ Λα ∩ Λβ holds. Then, the expressions
h × α(1) × . . . × α(i−1) and (22) correspond to

ker
∂h

∂x
∩

i−1⋂

j=1

Λα(j)

and
k⋂

i=1

Λα(i) ⊆ Λα(k+1) ,

respectively.
Consider the function δ = φ◦h. It is clear that h ≤ δ.

From the above and (21), the inclusions

ker
∂h

∂x
⊆ Λδ,

k⋂

i=1

Λα(i) ⊆ Λδ



482 A. Shumsky

follow and, as a result,

ker
∂h

∂x
+

k⋂

I=1

Λα(j) ⊆ Λδ.

Consider a geometric interpretation of the relation
(α, β) ∈ Δ . Let Λβ be an involutive distribution such
that

Λβ ⊇ span
{
[ϕ, λα], ϕ ∈ f, g1, . . . , gp, λα ∈ Λα

}
, (23)

and

Lϕ〈ωβ, λα〉 = 0, ωβ ∈ Λ⊥
β , λα ∈ Λα, (24)

where the symbols [·, ·], 〈·, ·〉 and Lϕ〈ωβ , λα〉 denote the
Lie brackets, the inner product and the Lie derivative of
the function 〈ωβ , λα〉 along the vector field ϕ, respecti-
vely. Note that to satisfy both the relations (23) and (24),
it is sufficient to take a minimal involutive distribution

Λβ ⊇ Λα + span
{
[ϕ, λα], ϕ ∈ f, g1, . . . , gp, λα ∈ Λα

}
.

But then there is no guarantee that the obtained distri-
bution is a minimal one satisfying (23) and (24). From the
above and the well known identity (Isidori, 1989, p. 10)

Lϕ〈ωβ , λα〉=〈Lϕωβ , λα〉+〈ωβ, [ϕ, λα]〉

it follows that
〈Lϕωβ, λα〉=0,

where Lϕωβ denotes the Lie derivative of the covector
field ωβ along the vector field ϕ. The last equality me-
ans that Ωα ⊇ Lϕωβ , ϕ ∈ {f, g1, . . . , gp}. It implies
α ≤ (∂β/∂x) f, α ≤ (∂β/∂x) gj, 1 ≤ j ≤ p, and then
(α, β) ∈ Δ.

Using the geometric interpretation of the algebraic
relations and the operation given above, the algorithm for
the determination of the functions α(i), 1 ≤ i ≤ k and φ
is formulated. The convergence of this algorithm follows
immediately from the finite dimension of the state space.

Algorithm 1.

1. Take i = 1, Λα(0) = ker ∂h/∂x.

2. Find the involutive distribution Λα(i) = Λβ from (23)
and (24) with

Λα =
i−1⋂

j=0

Λα(j) .

3. Find the function α(i) by integrating the distribution
Λ(i)

α .

4. If i ≥ 2 and
i−1⋂

j=0

Λα(j) ⊆ Λα(i) ,

then set k = i−1 and go to the next step. Otherwise,
set i = i + 1 and return to Step 2.

5. Find the function φ ◦ h by integrating the minimal
involutive distribution containing

ker
∂h

∂x
+

i−1⋂

j=0

Λα(j) .

Remark 2. In order to minimize the dimension of the
transformed model, the function α(i) should contain only
the components which are functionally independent of
those of the function α(1) × . . . × α(i−1) and other com-
ponents of α(i). It requires deleting the redundant com-
ponents of the functions α(i), 2 ≤ i ≤ k, after obtaining
them in Step 3 of the algorithm.

Remark 3. To take the condition (17) into account, it is
sufficient to use the involutive distribution

Λβ ⊇ span
{
[ϕ, λα], ϕ ∈ {f, g1, . . . , gp} , λα ∈ Λα

}

+ span
{
dj

}

in spite of (23) in Step 2 of the algorithm.

The implementation of Algorithm 1 requires linear
algebra operations, function differentiation and distribu-
tion integration. All these computations can be supported
by computer algebra systems such as Reduce, Maple, etc.

4. Linear Case

The purpose of this section is to make a comparison be-
tween the model-free method (Pekpe et al., 2004) and the
method proposed above. Recall that the reference method
assumes that the system under consideration is specified
by linear differential equations with unknown matrices.

Consider the system

x(t) = Fx(t) + Gu(t) + Dw(t), (25)

y(t) = Hx(t) (26)

with time invariant matrices F, E, D, H of appropriate
dimensions. It is assumed that some or all elements of
these matrices are unknown. For the system (25), (26)
and w(t) = 0, the strict feedback form is given by

x
(1)
∗ (t) = L

(1)
∗ y(t) + G

(1)
∗ u(t),

x
(i)
∗ (t) = F

(i)
∗ x

(i−1)
∗ (t) + L

(i)
∗ y(t) + G

(i)
∗ u(t),

2 ≤ i ≤ k, (27)

y∗(t) = H∗

⎛

⎜
⎜
⎝

x
(1)
∗ (t)

...

x
(k)
∗ (t)

⎞

⎟
⎟
⎠ , (28)
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where G
(i)
∗ , L

(i)
∗ , 1 ≤ i ≤ k, and H∗ are the matrices of

appropriate dimensions. Similarly to the matrices of the
initial system (25), (26), some or all elements of these ma-
trices are assumed to be unknown2. From (27) and (28),
as well as the iterated integrals (8) and the relation (10),
we obtain the representation (11) with

C(t) = H∗
(
Z1(t) Z2(t)

)
,

W (t, t∗) =

(
W1(t, t∗)
W2(t, t∗)

)

,

where Z1(t), Z2(t), W1(t, t∗) and W2(t, t∗) are given by
(29).

It is known that if a pair (H, F ) from (25) and (26)
is observable, then the system admits an equivalent (i.e.,
φ(y) = y) transformation into a canonical identifiable
form (the Kronecker form). The canonical identifiable
form is a special case of the strict feedback form with
some diagonal matrices L

(i)
∗ , 1 ≤ i ≤ k, diagonal ma-

trices F
(i)
∗ , 2 ≤ i ≤ k containing only one or zero on their

diagonals, and the index k ≤ n− l+1. It follows that one
can always take, firstly, k = n − l + 1 in (29) and, secon-
dly, Φs(ts) =

(
y(t)y(t1) . . . y(ts)

)
in (13). Therefore, in

the linear system case the computational form for robust
redundancy relations is

r(ts) =
(
y(t)y(t1) . . . y(ts)

)
v(ts)

with

v(ts) ∈ ker

(
W1(t, t) W1(t, t1) . . . W1(t, ts)
W2(t, t) W2(t, t1) . . . W2(t, ts)

)

and, according to (12), the index s is a minimal integer
such that

rank

(
W1(t, t) W1(t, t1) . . . W1(t, ts)
W2(t, t) W2(t, t1) . . . W2(t, ts)

)

= rank

(
W1(t, t) W1(t, t1) . . . W1(t, ts−1)
W2(t, t) W2(t, t1) . . . W2(t, ts−1)

)

.

Taking into account the size of the vectors W1(t, t∗) and
W2(t, t∗) and the inequality k ≤ n − l + 1, it is easy to
see that

s ≤ (n − l + 1)(p + l + 1).

Both the index s and the vector v(ts) can be calculated
on line by handling system inputs and outputs on the time
interval [t, ts] . Thus, in the linear case only information
about the system dimension (the indices n, l, p) is requ-
ired to construct redundancy relations for solving the fault
detection problem. Then, in comparison with the former

2If necessary, one can find specific expressions for these matrices by
applying the transformation procedure described in the previous section.

model free method (Pekpe et al., 2004), the proposed re-
sult allows us to decrease the size of the moving time win-
dow that has positive influence on the minimization of the
fault detection delay. Indeed, a large size of the moving
time window in the former method is caused by the need
to ignore the effect of the free system movement due to an
unknown initial state because the techniques of the initial
state elimination are not used. In the proposed method,
the unknown initial state vectors are included into the ma-
trix Z2(t) and the residual is insensitive to the value of this
matrix by construction.

The solution of the fault isolation problem requires
more information about the system. Indeed, constructing
the redundancy relations for fault isolation needs fulfilling
(17) for some faults and its violation for others. As a re-
sult, the necessary condition for distinguishing the faults
caused by wi(t) �= 0 and wj(t) �= 0 consists in the linear
independence of the appropriate columns of the matrix D.
Accordingly, to isolate all faults, one needs fulfilling the
rank condition

rankD = q.

Assume that the available information about the system
is sufficient to conclude about the possible isolability of
the faults. The solution of the fault isolation problem ne-
eds using the general form of redundancy relations (13).
Constructing the redundancy relations amounts to finding
the function φ(y) and index k. As in the general case,
the last problem is solved by using Algorithm 1. Then,
as soon as in the linear case all distributions contain only
constant vectors, the equality (24) holds automatically and
[ϕ, λα] = Fλα for ϕ = Fx.

5. Nonlinear Example

Consider the model described by (1) and (2) with the func-
tions

f(x) =

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎝

ϑ1x
2
1

ϑ2x1x2

ϑ3x4 + ϑ4x1x2

x3

x1x2

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎠

,

g(x) = d(x) =

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎝

ϑ5 ϑ5 0
ϑ6/x1 −ϑ6/x1 ϑ7/x1

0 0 ϑ8

0 0 0
0 0 0

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎠

,

h(x) =

⎛

⎜
⎝

x1

x4

x5

⎞

⎟
⎠ .
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Z1(t)=

⎛

⎜
⎜
⎜
⎜
⎝

L(1) G(1) 0 . . . . . . .

L(2) G(2) F (2)L(1) F (2)G(1) 0 . . . . .
...

...
...

...
...

...
. . .

...

L(k) G(k) F (k)L(k−1) F (k)G(k−1) . . . F (k)L(k−1) . . . F (2)L(1)

0
0
...

F (k)L(k−1) . . . F (2)G(1)

⎞

⎟
⎟⎟
⎟
⎠

,

Z2(t)=

⎛

⎜
⎜
⎜⎜
⎝

x
(1)
∗ (t) 0 . . . . 0

x
(2)
∗ (t) F (2)x

(1)
∗ (t) 0 . . . 0

...
...

...
. . .

...

x
(k)
∗ (t) F (k)x

(k−1)
∗ (t) F (k)F (k−1)x

(k−2)
∗ (t) . . . F (k)F (k−1) . . . F (2)x

(1)
∗ (t)

⎞

⎟
⎟
⎟⎟
⎠

,

W1(t, t∗)=

⎛

⎜
⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜
⎝

∫ t∗
t y dτ1∫ t∗
t

u dτ1

...
∫ t∗

t

. . .

∫ τk−1

t︸ ︷︷ ︸
k times

y dτ1 . . . dτk

∫ t∗

t

. . .

∫ τk−1

t︸ ︷︷ ︸
k times

u dτ1 . . . dτk

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟
⎠

, W2(t, t∗)=

⎛

⎜
⎜
⎜
⎜
⎜⎜
⎝

1
t∗ − t

(t∗ − t)2 /2
...

(t∗ − t)k−1 /(k − 1)!

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎠

. (29)

The above equations constitute a simplified model of the
underwater vehicle CR-01 moving in a vertical plane ob-
tained under the assumption about a small velocity and
a small angle of the trajectory from the available vehicle
model (Shumsky, 2006) by the Tailor series expansion
of trigonometric functions while neglecting higher order
terms3. Model variables have the following sense: x1

is the velocity, x2 is the angle of the trajectory, x4 and
x3 are the trim and its time derivative, respectively, x5 is
the depth. Model coefficients ϑ1, . . . , ϑ8 characterize the
masses and inertia denoted by mx, my and Jz with addi-
tions taken with respect to the appropriate coordinates as
well as the structural features of the vehicle denoted by
r0x, r1x, r0x, r2y, r0x, M0, m̂z, δ (for details, see Shum-
sky, 2006). The links between the model coefficients and

3This simplification is caused only by the necessity to make the mo-
del compact and usable in the framework of a journal paper to illustrate
the details of designing redundancy relations. The details of the sim-
plification are omitted because they do not relate to the method under
consideration.

vehicle parameters are given as follows:

ϑ1 =
ρ

2mx
(r0x + r1x + r2x) , ϑ2 =

ρ

2my
r2y,

ϑ3 =
M0

Jz
, ϑ4 = −ρm̂z

Jz
,

ϑ5 =
cos δ

mx
, ϑ6 =

sin δ

my
,

ϑ7 =
1

my
, ϑ8 =

1
Jz

,

where ρ is the water density. All the model coefficients are
assumed below to be constant but unknown. The inputs
u1, u2, and u3 are the forces of the upper and bottom stern
thrusters, and the vertical bow thruster, respectively.

Based on this model, the solution to two problems is
demonstrated. The first problem is to construct a redun-
dancy relation for fault detection, while the second deals
with fault isolation.

Consider the solution to the first problem. Let us be-
gin by determining the functions α(i), 1 ≤ i ≤ k and φ.
Calculating the functions α(i), 1 ≤ i ≤ k according to
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Steps 1–4 of Algorithm 1 implies the following results:

Λα(0) = span

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0
1 0
0 1
0 0
0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

,

span {[ϕ, λα], ϕ ∈ {f, g1, g2, g3} , Λα(0)}

= span

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎝

0 0
ϑ2x1 0
ϑ4x1 0

0 1
x1 0

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

.

It is easy to check that the last distribution is involu-
tive and satisfies (24). It allows us to take this distribution
as Λα(1) . Its integration gives

α(1)(x) =

⎛

⎜
⎝

x1

x2 − ϑ2x5

x3 − ϑ4x5

⎞

⎟
⎠ .

Then Λα(0) ∩ Λα(1) = span {(0)} and

span
{

[ϕ, λα], ϕ ∈ {f, g1, g2, g3} , λα ∈ Λα(0)∩Λα(1)

}

= span {(0)} = Λα(2) .

Integrating this distribution gives col(x1, x2, x3, x4, x5).
Excluding the redundant components x1, x2, x3 depen-
dent on the components of α(1) and other components of
the sought function, we obtain

α(2)(x) =

(
x4

x5

)

.

Since Λα(1) ∩ Λα(2) = span {(0)}, we have Λα(1) ∩
Λα(2) ⊆ Λα(3) independently of Λα(3) and hence k = 2.

According to Step 5 of Algorithm 1, the function φ◦h
is obtained from the distribution

ker
∂h

∂x
+ (Λα(1) ∩ Λα(2)) = span

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎛

⎜
⎜
⎜⎜
⎜
⎜
⎝

0 0
1 0
0 1
0 0
0 0

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

in the form

φ ◦ h =

⎛

⎜
⎝

x1

x4

x5

⎞

⎟
⎠

that gives

φ =

⎛

⎜
⎝

y1

y2

y3

⎞

⎟
⎠ .

Using the above functions α(1), α(2) and φ, the de-
scription of the transformed model is obtained from (18)
and (19) in the form

f
(1)
∗ (y) =

⎛

⎜
⎝

ϑ1y
2
1

0
ϑ3y2

⎞

⎟
⎠ ,

g
(1)
∗ (y) =

⎛

⎜
⎝

ϑ5 ϑ5 0
ϑ6/y1 −ϑ6/y1 ϑ7/y1

0 0 ϑ8

⎞

⎟
⎠ ,

f
(2)
∗ (y, x

(1)
∗ ) =

(
x

(1)
∗3 + ϑ4y3

y1(x(1)
∗2 + ϑ2y3)

)

,

g
(2)
∗ (y, x

(1)
∗ ) = 0,

h∗(x
(1)
∗ , x

(2)
∗ ) =

⎛

⎜
⎝

x
(1)
∗1

x
(2)
∗1

x
(2)
∗2

⎞

⎟
⎠ .

Then, using (8)–(10), it is easy to convert the transformed
model to the input-output description

y1(t + t∗) =
∫ t∗

t

(
ϑ1y

2
1 + ϑ5(u1 + u2)

)
dτ1 + x

(1)
∗1 (t),

y2(t + t∗) =
∫ t∗

t

(
ϑ4y3 +

∫ τ1

t

(ϑ3y2 + ϑ8u3) dτ2

+x
(1)
∗3
)
dτ1 + x

(2)
∗1 (t),

y3(t + t∗) =
∫ t∗

t

y1

( ∫ τ1

t

(
ϑ6(u1−u2)/y1+ϑ7u3/y1

)

×dτ2 + x
(1)
∗2 (t) + ϑ2y3

)
dτ1 + x

(2)
∗2 (t)

and, after this, to the matrix description with the matrix

C(t)

=

⎛

⎜
⎝

ϑ1 ϑ5 0 0 0 0 0 x
(1)
∗1 (t) 0

0 0 ϑ4 ϑ3 ϑ8 0 0 x
(2)
∗1 (t) x

(1)
∗3 (t)

0 0 ϑ2 0 0 ϑ6 ϑ7 x
(2)
∗2 (t) x

(1)
∗2 (t)

⎞

⎟
⎠,

(30)
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and the vector

W (t, t∗)

= col

(∫ t∗

t

y2
1 dτ1,

∫ t∗

t

(u1 + u2) dτ1,

∫ t∗

t

y3 dτ1,

∫ t∗

t

∫ τ1

t

y2 dτ2 dτ1,

∫ t∗

t

∫ τ1

t

u3 dτ2 dτ1,

∫ t∗

t

y1

∫ τ1

t

((u1 − u2)/y1) dτ2 dτ1,

∫ t∗

t

y1

∫ t∗

t

(u3/y1) dτ2 dτ1, 1, t∗ − t

)

.

The vector W (t, t∗) and the function φ are used for
residual generation according to (13). Then fulfilling
(∂ α(1)/∂x) dj �= 0, 1 ≤ j ≤ 3 indicates the possibi-
lity to detect all faults.

To confirm the design, simulation results are given
in Figs. 2–4. In simulations every fault was specified as
a 30% reduction in the appropriate thruster force appe-
aring at t = 80s, t = 110s and t = 130s for the upper
stern, bottom stern and vertical bow thrusters, respecti-
vely. Faults were retained to the end of simulations. Mo-
veover, u1(t) = u2(t) = 100 [n] andu3(t) = 100 [n] if
t ≤ 30[s]; u3(t) = 0[n] if 30 ≤ t ≤ 120 [s], t > 170 [s],
and u3(t) = −100 [n] if, 120 [s] < t ≤ 170 [s]. The
sampling period was taken as Δt = 2[s]. From Figs. 2–4
it follows that all faults are successfully detected.

As for the fault isolation problem, let us touch only
upon some features of finding the functions α(i) and
φ. Concentrate on constructing the redundancy relation
which guarantees the insensitivity of the residual to the
fault in the vertical bow thruster. In this case, according to
Remark 3, the distribution span{d3} is involved in deter-
mining the functions α(i). Steps 1–4 of Algorithm 1 result
in

Λα(1) = span

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎛

⎜
⎜
⎜
⎜
⎜⎜
⎝

0 0 0
ϑ2x1 0 ϑ7/x1

ϑ4x1 0 ϑ8

0 1 0
x1 0 0

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎠

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

,

α(1)(x)

=

(
x1

ϑ8x1x2 − ϑ7x3 + x5(ϑ4ϑ7 − ϑ2ϑ8x1)

)

,

Λα(2)

= span

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎛

⎜
⎜
⎜⎜
⎜
⎜
⎝

0 0 0
(ϑ1 − ϑ2)ϑ7 ϑ5ϑ7/x2

1 ϑ7/x1

−ϑ4ϑ7x4/x1 0 ϑ8

ϑ8 0 0
ϑ7 0 0

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

,

α(2)(x) = ϑ7x4 − ϑ8x5, k = 2.

In Step 5 we obtain

ker
∂ h

∂x
+ Λα(1) ∩ Λα(2) = span

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎛

⎜⎜
⎜
⎜
⎜
⎜
⎝

0 0 0
1 0 0
0 1 0
0 0 ϑ8

0 0 ϑ7

⎞

⎟⎟
⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

.

It results in

φ ◦ h =

(
x1

ϑ7x4 − ϑ8x5

)

,

which gives

φ =

(
y1

ϑ7y2 − ϑ8y3

)

.

But as soon as the function φ should be independent
of unknown coefficients, one finally has φ = y1.

 

Fig. 2. Three-component residual vector behavior under a fault
in the upper stern thruster occurring at t = 80 [s].

6. Conclusion

In this paper, a novel method has been proposed for con-
structing the redundancy relations for robust FDI in nonli-
near uncertain systems. The method involves a nonlinear
transformation of the initial system model into a strict fe-
edback form. Existence conditions for the transformation
have been formulated and an algorithm has been develo-
ped. The implementation of this algorithm may be sup-
ported by existing computer algebra systems.

For linear systems, the proposed method does not re-
quire an explicit model. Moreover, in comparison with the
former model-free method (Pekpe et al., 2004), it allows
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Fig. 3. Three-component residual vector behavior under a fault
in the bottom stern thruster occurring at t = 110 [s].

 
Fig. 4. Three-component residual vector behavior under a fault

in the vertical bow thruster occurring at t = 130 [s].

us to decrease the size of the moving time window. As
a result, the fault detection delay is minimized. Additio-
nally, FDI becomes possible not only in sensors, but in a
plant and actuators, too.

The existence condition for the transformation into
the strict feedback form imposes the restriction on the
class of nonlinear systems under diagnosis. But it is even
worse to note that redundancy relations are equivalent
to some nonlinear observer-based residual generator with
dead-beat characteristics. Known design methods which
guarantee the stability of the nonlinear observer involve a
perfect or partial transformation of the initial system mo-
del into the so-called nonlinear observer canonical form.
It can be shown that the last form is only a special case of
the strict feedback form. Therefore, the restriction of the
proposed method is less strict than the conventional one.
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Appendix

Proof of Lemma 1. (Sufficiency) Assume that there exist
functions α(i), 1 ≤ i ≤ k, and φ satisfying (4) and (5),
respectively. Differentiating both the sides of (4) with re-
spect to time gives

x
(i)
∗ =

∂α(i)

∂x

(
f(x) + g(x)u

)
, 1 ≤ i ≤ k.

Also, substituting (4) and (5) into (6) gives

x
(1)
∗ = f

(1)
∗ (h(x)) + g

(1)
∗ (h(x)) u,

x
(i)
∗ = f

(i)
∗ (α(1)(x), . . . , α(i−1)(x), h(x))

+g
(i)
∗ (α(1)(x), . . . , α(i−1)(x), h(x))u,

2 ≤ i ≤ k.

Taking into account that for every i, 1 ≤ i ≤ k, the
left-hand sides of the above equalities coincide, for i = 1
one has

f
(1)
∗ (h(x)) + g

(1)
∗ (h(x))u =

∂α(1)

∂x

(
f(x) + g(x)u

)

and

f
(i)
∗
(
α(1)(x), . . . , α(i−1)(x), h(x)

)

+ g
(i)
∗
(
α(1)(x), . . . , α(i−1)(x), h(x)

)
u

=
∂α(i)

∂x

(
f(x) + g(x)u

)
for 2 ≤ i ≤ k.

Assuming that the above equalities are true for every
u ∈ U , we obtain (18). Then (19) follows immediately
from (2), (4), (5) and (7).

(Necessity) Let us show that the description (6) and (7)
of the strict feedback form follows immediately from (18)
and (19). To this end, assume that (18) holds. Let x

(i)
∗ =

α(i)(x) and, therefore, x
(i)
∗ = dα(i)(x)/dt, 1 ≤ i ≤ k.

Taking into account (2), we obtain

f
(1)
∗ (y) + g

(1)
∗ (y)u

= f
(1)
∗ (h(x)) + g

(1)
∗ (h(x))u

=
∂α(1)

∂x

(
f(x) + g(x)u

)

=
dα(1)(x)

dt
= x

(1)
∗ ,

f
(i)
∗ (x(1)

∗ , . . . , x
(i−1)
∗ , y) + g

(i)
∗ (x(1)

∗ , . . . , x
(i−1)
∗ , y)u

= f
(i)
∗
(
α(1)(x), . . . , α(i−1)(x), h(x)

)

+ g
(i)
∗
(
α(1)(x), . . . , α(i−1)(x), h(x)

)
u

=
∂α(1)

∂x

(
f(x) + g(x)u

)
= x

(i)
∗ .

Equations (6) follow then immediately. Assume that
(19) holds. Taking y∗ = φ(y), we obtain

y∗ = φ(y) = φ(h(x)) = h∗(α(1)(x), . . . , α(k)(x))
= h∗(x(1), . . . , x(k))

which results in (7).

Proof of Theorem 1. (Sufficiency) Let us show that (20)
and (21) follow from (18) and (19), respectively. Accor-
ding to the definitions of the partial preordering relation
and the binary operation, from (18) we can write

h ≤ ∂α(1)

∂x
f, h ≤ ∂α(1)

∂x
gj,

1 ≤ j ≤ p, for i = 1
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and

h × α(1) × . . . × α(i−1) ≤ ∂α(i)

∂x
f,

h × α(1) × . . . × α(i−1) ≤ ∂α(i)

∂x
gj , 1 ≤ j ≤ p,

for 2 ≤ i ≤ k.
Then, from these functional inequalities, we obtain

(20) according to the definition of the binary relation Δ.
The functional inequality (21) follows from (19) accor-
ding to the definitions of the partial preordering relation
and the binary operation.

(Necessity) According to the definition of the binary rela-
tion Δ, from (20) we can write

h ≤ ∂α(1)

∂x
f, h ≤ ∂α(1)

∂x
gj , 1 ≤ j ≤ p,

for i = 1 and

h × α(1) × . . . × α(i−1) ≤ ∂α(i)

∂x
f,

h × α(1) × . . . × α(i−1) ≤ ∂α(i)

∂x
gj , 1 ≤ j ≤ p

for 2 ≤ i ≤ k.
Then, according to the definitions of the partial pre-

ordering relation, there exist vector functions, denoted by
f

(i)
∗ and g∗(i), 1 ≤ i ≤ k, such that (18) holds. Similarly,

the existence of the vector function, denoted by h∗ and
satisfying (19), follows from (21).

Received: 5 March 2007
Revised: 7 July 2007




	Introduction
	Description of the FDI Method
	Model Transformation
	Existence Conditions for the Transformation
	Procedure for the Transformation

	Linear Case
	Nonlinear Example
	Conclusion


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU (Versita Adobe Distiller Settings for Adobe Acrobat v6)
    /POL (Versita Adobe Distiller Settings for Adobe Acrobat v6)
    /PLK (Versita)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


