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NEW CHALLENGES IN DYNAMICAL SYSTEMS: THE NETWORKED CASE
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This paper describes new technical challenges that arise from networking dynamical systems. In particular, the paper takes
a look at the underlying phenomena and the resulting modeling problems that arise in such systems. Special emphasis is
placed on the problem of synchronization, since this problem has not received as much attention in the literature as the
phenomena of packet drop, delays, etc. The paper then discusses challenges arising in prominent areas such as congestion
control, sensor networks, as well as vehicle networks and swarms.
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1. Introduction

Networked systems have become extremely popular over
the last decade and are rapidly increasing their advance
into different areas of technology. The use of networking
to retrieve or send information is just the beginning in this
embedded system revolution, and there is a strong trend
towards connecting communication networks to the physi-
cal world through sensors and actuators. Ubiquitous sen-
sing and actuation are one of the goals formulated by se-
veral researchers (and DARPA) over the last decade. This
will eventually lead to drastic changes in how we interact
with our environment.

In the most general way, networks have always
played a special role in human history. Society itself thro-
ugh the relationships among people constitutes a network
that exchanges information. Ancient trade roads that con-
nected different cities of the globe are a network that mo-
ved “merchandise”. There are countless examples in bio-
logy, economy, sociology, etc. that show the trademarks
of “networked systems” (Barabasi, 2003).

Modeling such networks is a non-trivial task and this
paper will show some of the reasons for that by using
high impact applications of networked systems to illu-
strate these challenges:

(a) Congestion control: Congestion control systems
have been used for more than two decades to con-
trol and optimize the flow of information through a
network of nodes. There are currently numerous re-
search efforts ongoing to improve network perfor-

(b)

(©)

mance by using radically new concepts and ideas.
Congestion control networks are a very special case
of “networked systems” due to the fact that practi-
cally all system nodes are “integrator plants”, i.e.,
data buffers. Congestion control problems have a
number of other very special features that will be di-
scussed later.

Sensor networks: “Sensor networks” is a relatively
new area of research that has become extremely po-
pular over the last decade. It has a significant po-
tential to change the world around us in almost every
area and is still in its infancy. One may look at sensor
networks of the future as an attempt to network our
physical world so that physical information (tempe-
rature, light level, sound, etc.) anywhere can be ac-
cessed by anybody with a networked computing de-
vice. Ubiquitous sensing and global awareness are
still far from reality, but we are currently making the
first steps towards that goal.

Vehicle networks and swarms: This area holds tre-
mendous potential in many areas of everyday life.
It is one of the most challenging instantiations of a
“networked dynamical system” and shows all aspects
of it: computing, communications, sensing, and ac-
tuation. Its applicability is as far ranging as micro
robotic swarms that cure diseases in human bodies,
automatic oil spill clean-up robotic agents that se-
arch, find, and remediate contaminated areas, battle-
field swarms that search for targets and destroy them
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autonomously, and many more.

High fidelity models for these type of networked sys-
tems can become very complex and hard to analyze. On
the other hand, there are many simplified models availa-
ble that allow a simple linear time-invariant system analy-
sis (Rohrs and Berry, 1997). However, due to model er-
rors, these approximations do rarely result in accurate de-
scriptions of system performance and are sometimes mi-
sleading.

This paper is structured as follows: In Section2] the
nature of networked systems will be explained and some
simple deterministic models will be introduced. These
models are capable of capturing most of the common pa-
rasitic networking effects such as time-variant (uncertain)
delays of different types, packet drop, data rate fluctu-
ations and synchronization errors. We will place additio-
nal emphasis on the area of synchronization, simply be-
cause it has not been investigated in great detail in the
literature. Section [3] will illustrate the challenges in the
network congestion control area in a qualitative fashion.
In a similar way, Sections @land[§]discuss the areas of sen-
sor and swarm networks, respectively. Special emphasis
is placed on networks with simple low complexity nodes
and local communication, since this is typical for current
and probably also the next generation networks.

2. Nature of networked systems

In comparison with classical interconnected dynamical
systems, networked systems introduce a number of parasi-
tic effects. The most important ones are introduced by the
communication link: delays, packet drop, link capacity,
and link failures. Others are node induced and include qu-
antization, node failure, and synchronization errors. We
will discuss these effects one by one and provide some
simple models when possible.

TAP1 TAP2 TAP3
> T > T > T > T

Fig. 1. Time variant delay model: tapped delay line.

2.1. Delays. Communication delays are caused by a va-
riety of physical effects. Commonly one distinguishes be-
tween propagation delays, medium access delays, queu-
ing delay, and processing delays. A simple but effective
method to model these delays in a discrete time system
environment is a tapped delay line with rules on the allo-
wable dynamics of the tap position (Sichitiu et al., 2003).
Figure[Tlillustrates a delay line with varying tap positions.
In such a model reducing the delay is always connected
with losing data samples, whereas an increase in the delay

with time 7(n) = n leads to feeding the same data sam-
ple into the destination node. If source and destination
nodes are discrete time systems with the same clock fre-
quency, this model can produce any desired delay trajec-
tories. Communication link-to-system interfaces can also
be included in this model (Sichitiu, 2001) and can handle
the problem that a discrete communication link model can
produce more than one sample per time unit on the desti-
nation side. The rules on the tap position highly depend
on the sample handling on the receiver side of the com-
munication interface between the network and the system.

Other popular descriptions include stochastic
delay models and piecewise constant delay mo-
dels (Rayadurgam, 2004).

2.2. Packet drop. If the source node sends a packet to the
destination node and this packet gets lost, then modeling
the sample(s) being not available at the target node can be
done in several ways that highly depend on the process the
target node uses to make up for those lost packets. There
are two commonly used schemes: holding the last valid
received sample until a more recent sample arrives (time
stamps assumed if it is not a FIFO structure) or generating
zero value samples for the lost packets. The first choice
can easily be achieved with the tapped delay line model
in Fig. [T (Sichitiu, 2001) by incrementing the tap position
by one with every time instant, hence always using the
same sample and feeding it to the target system as long as
no more recent sample is available.

2.3. Link capacity. Link capacity limitations appear in
two major versions: (a) communication link models that
actually describe the volume of data that is transmitted
through the network (e.g., in the forward path of a conge-
stion control system), (b) communication link models that
describe the characteristics of the very information that is
transmitted through the network (e.g., a signal value that
needs to be transmitted). In the first case, a capacity limit
is simply modeled as a saturation nonlinearity, whereas in
the second case it appears indirectly as an increasing delay
or a packet drop (Sichitiu et al., 2003). Arising from the
second case are the tapped delay line as discussed above,
whereas the delay models describing the volume of data
moving through a network are very different and actually
take the dual form (Bauer et al., 2001) to those mentioned
in Section 2.1.

2.4. Link and node failure. Temporary or permanent
link failures can in the simplest case (global view) be mo-
deled as “no connection”, i.e., setting the path gain to zero.
Another option is using a very long delay line with delays
that increase linearly with time. This option is a good and
simple choice for temporary failures. Short term link fa-
ilures can also be described using stochastic models for
packet drops. A node failure on the other hand is usu-
ally permanent and results in the removal of a node (and
all its links) from the network. Methods that can capture
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these effects typically belong to the area of “fault tolerant
systems” (Koren and Krishna, 2007).

2.5. Quantization. Quantization (Gersho and Gray,
1991) is an inherent property of all digital systems that
have access to the analog quantities of the physical world.
An extensive plethora of work describes a large number
of quantization schemes, starting from simple fixed po-
int scalar quantizers and stretching all the way to multi-
dimensional quantization lattices and transform techni-
ques that achieve efficient (source)coding. The problem
of quantization is directly connected to the problem of
rate limitation or link capacity, since data rate is the pro-
duct of sampling rate and wordlength. Therefore incre-
asing the sampling rate can only be achieved by reducing
the wordlength, assuming the compression level is con-
stant. Especially the problem of stabilizing data rates in
networked feedback systems has attracted significant at-
tention (Antsaklis and Tabuada, 2006) over the last seve-
ral years. This work showed that in order to stabilize an
unstable system through feedback, the minimum stabili-
zing rate in the feedback path is dependent on the logari-
thm of the sum of the unstable eigenvalues.

2.6. Synchronization errors. The area of synchroniza-
tion error has attracted relatively little attention over the
years even though it was shown decades ago (Kleptsyn
et al., 1984a) that these errors can have drastic effects on
the overall system behavior, e.g., leading to instabilities in
an otherwise highly robust system (robust with respect to
coefficient uncertainties). What is meant by the term “syn-
chronization errors” is the error of the system response ge-
nerated if different subsystems are not driven by the same
clock anymore. Instead, one assumes that each subsystem
(possibly a node on a network) has its own clock. Ide-
ally the nodes have identical clock frequencies but in re-
ality these clocks drift over time. Hence, the clock drifts
that occur can generate switching patterns that drastically
change the overall system behavior, even if the individual
clock frequencies are very close (see Fig. ).

The work (Kleptsyn et al., 1984b) showed that cer-
tain types of synchronous systems show stability robust-
ness with respect to clock drifts of the different sub-
systems. For details on modeling, stability and perfor-
mance of these systems see, (Lorand and Bauer, 2005;
Lorand and Bauer, 2006a; Lorand and Bauer, 2006b).

-
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Fig. 2. Two network nodes with different clock periods.

3. Application 1: Congestion control

Congestion control mechanisms are one of the pillars of
any modern digital communication network. A good
congestion algorithm can drastically improve the thro-
ughput in a digital communication network, therefore
leading to better network resource utilization (Fig. [3).
There are many different congestion control algori-
thms (Rayadurgam, 2004) that have been designed and
analyzed, but only a few are currently used in networks
such as the Internet or high speed ATM networks.

how to adjust and feed back
congestion information

iy} L

Fig. 3. Internet congestion control.

In essence, a congestion control algorithm varies the
rate at which the source sends data to the destination ba-
sed on certain properties (such as delay, arrival rate, or-
der, etc.) of the data arriving at the destination. The de-
stination then informs the source about these congestion
indicators, which in turn adjusts its rate according to the
congestion algorithm (see Fig. 4). Typical indicators are
the buffer occupancy levels at the network switches (ATM
networks), the arrival of packets out of order (TCP IP),
missing packets, long delays, etc. One distinguishes two
major classes of congestion algorithms: window based
schemes (TCP) and rate based schemes (ATM).

In order to obtain a system dynamical description of
this problem, the source, destination, and the network in
between need to be modeled faithfully. This, of course, is
an extremely difficult task, simply because the state of the
network is usually not known. (Often, even the network
structure is uncertain!) In the available bit rate option
(ABR) in asynchronous transfer mode (ATM) networks,
only the occupancy level of the most congested node is
known (Sichitiu et al., 2003). In contrast to ATM, TCP
IP based protocols (used for Internet congestion control)
do not even have this type of information available. The-
refore, coming up with an accurate dynamical system de-
scription is an extremely difficult problem. In order to il-
lustrate the fundamental principles of congestion control,
a simplified dynamical system model and its major com-
ponents for the ATM network case (ABR option) are used.
Figure 4 shows a single data source and a single destina-
tion and the most congested buffer. (In reality, this buffer
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changes over time.) In the forward path, data travels from
the data sources through the time-variant delay blocks to
the most congested buffer, which is essentially a rate inte-
grator. Since this buffer physically sits at the most conge-
sted switch, data are taken from the buffer at the so-called
depletion rate. The congestion controller computes these
rates and sends them back through the return (feedback)
path to the sources which in turn adjust their rates ac-
cordingly. Nonlinearities correspond to buffer occupancy
nonlinearities (minimum and maximum buffer length) and
rate nonlinearities (rates are bounded by the bandwidth
and zero from above and below, respectively).

ATM networks provide very good performance, sim-
ply because the system allows measuring key network sta-
tes. Control mechanisms are then relatively simple to de-
sign, even though things are complicated by time variance
and nonlinearities. This is in stark contrast to TCP type
protocols, where the level of congestion must be inferred
by the so-called “indicators”.

Forward path: data through network

Source Buffer

* Return path: buffer occupancy

Fig. 4. Congestion control system model.

4. Application 2: Sensor networks

The field of “sensor networks” is another emerging front
for dynamical system research. In the most general case,
a sensor network consists of sensor-processor nodes that
can communicate with a data sink and other sensor nodes.
Each such node therefore consists of a processor, sensors,
and a communication device. Sensor networks range from
low complexity wireless sensor nets of a few nodes that
communicate at a few kbits per second to video networks
that communicate at rates of Mbits per second and above.
Both wireless and wired networks are used for sensor nets.
It is, however, wireless low complexity sensor networks
that have attracted an immense amount of attention over
the last several years. These networks are made up by very
simple low cost sensor-processor nodes that communicate
over short distances with each other using a digital radio.
Due to the low cost of a single node, large networks of
hundreds or even thousands of nodes are actually feasible
and affordable. What makes the design of such networks
challenging are the severe constraints that a single node
usually is limited by: finite battery life, limited compu-
tational power, limited communication range, bandwidth
and throughput, and limitations in sensor accuracy and

performance. A number of low cost wireless platforms are
commercially available (Crossbow, 2008; Easysen, 2008;
Santilla, 2008) and used in real world applications.

Wireless sensor networks suffer from all the network
induced effects introduced in Section[2] but link and node
failure, packet drop, and synchronization errors are parti-
cularly important.

There are a number of applications and features in
sensor networks that benefit from a dynamical system ap-
proach:

(a) node synchronization and synchronization errors,
(b) distributed system operations,

(c) feedback control in sensor networks.

Other potential problems such as resource allocation,
energy aware routing, localization, etc. may also benefit
from a system theoretic approach but are not further di-
scussed here.

Practically all decentralized systems suffer from
clock drifts of local nodes. This may not be a problem
if data collection by a single sink node is the main focus
and time resolution of events is not a critical issue. Howe-
ver, in many sensor network applications, data from many
different sensor locations need to be correlated in order to
pinpoint a particular event in space and time. This requ-
ires the notion of a common time, i.e., keeping individual
clock drifts small is very important. Especially in distri-
buted system operations in a network this feature is the
key to a successful implementation. Imagine a sensor net-
work implemented along a highway to detect certain traf-
fic patterns, cf. Fig. 5. If this network is to implement
(velocity) filtering algorithms, it is important that nodes
be equi-distantly spaced and all nodes run synchronized.
Only then can a centralized algorithm be mapped onto a
sensor network in a distributed manner (Dewasurendra,
Liang and Bauer, 2006). Especially in sensor actuator
networks, introducing feedback over wireless links and
closing the loop is a key feature. In this case, synchroniza-
tion issues are even more pronounced (Li and Rus, 2004).
The topic of mobile sensor networks and swarms is a spe-
cial case of an sensor-actuator network, and this topic will
be discussed in greater detail in Section[3l

It has been shown (Dewasurendra, Liang and Bauer,
20006) that classical m-D systems can be implemented in
a distributed fashion on a grid sensor network. In such an
application of sensor networks, each sensor node senses
and processes the data locally according to a local state
space model (typically the FM model) that describes the
system. However, limitations of each node now become
very critical constraints for the execution of any m-D fil-
tering operation. A simple example of a 2-D velocity fil-
ter implemented on a regular 1-D grid of sensor nodes is
shown in Fig. 5.
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Node n-1
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Fig. 5. A 1-D sensor network for velocity filtering.

Now consider the 2-D FM model running in each of
the nodes:

z(ng +1L,ne+ 1) = Ajz(nq, ne) + Asz(ny + 1,n9)
+ Asxz(ny,ng + 1) + Bu(ni, na),
y(n1,n2) = Cx(ny,na) + Du(ni, ng).

A 2-D velocity filter would then take the form of the above
equation, where n; denotes the node number and ny equ-
als discrete time. With finite communication speed, we
have A3 = 0.

S. Application 3: Vehicle networks
and swarms

Fig. 6. Two low complexity swarm agents.

Vehicle and mobile sensor networks have received
tremendous attention in the literature over the last decade.
This is due to the many foreseeable applications in mi-
litary and civilian tasks. Mobile networks are the prime
example of a sensor-actuator network with all the possible
difficulties and complications that arise when feedback lo-
ops are closed over wireless connections. There are many
different classes of mobile networks ranging from high
complexity vehicle networks (equipped with high end sen-
sory hardware such as a radar, laser range finders, GPS,
etc.) to low complexity swarms, where each swarm agent
is extremely simple and is comparable to the low end sen-
sor nodes described in the previous section albeit with the

ability to move, cf. Fig. 6. We will mainly focus on this
second type of network.

Reynold’s three rules (Reynolds, 1987) of swarming
basically come from biology and describe local agent inte-
ractions: flock centering, obstacle avoidance and velocity
matching. An artificial agent swarm therefore makes de-
cisions based on local interactions with its neighbors and
there is no centralized node or processing center that ma-
kes decisions for the swarm in any way or form. Therefore
processing is done in a distributed fashion usually using
emergent behavior: simple interaction rules that are iden-
tical for each agent result in overall swarm behavior that
is self-organizing and useful for problem solving. Emer-
gent behavior occurs only when a large number of agents
work together and is usually not observed if the number
of agents is small.

It is now clear that each swarm agent must make
navigation decisions in real time based on the informa-
tion it obtains from its direct neighbors, either through
direct sensing (measurements) or through communicated
measurements from other neighboring agents. Some of
the lowest complexity versions of agent swarms do not
even possess memory and are purely reactive (Scheutz
et al., 2005). Even in this case, a number of important
tasks can be solved (Dewasurendra, Bauer, Scheutz and
Premaratne, 2006; Scheutz and Bauer, 2006): high value
target protection, substance detection, tracking, formation
flight, etc.

In the particular case of swarming, the effects of pac-
ket drop, time-variant communication delays, and syn-
chronization are especially obvious since deviation from
the desired agent trajectory becomes apparent very easily.
Node failure can result in collisions and even agent loss,
whereas packet loss, long delays, and synchronization er-
rors lead to deteriorating performance and possibly also
the loss of stability. (It should be mentioned that in large
low complexity self organizing swarms, agent loss is usu-
ally acceptable even if that loss rate is substantial.)

Figure 7 shows an ultra-low complexity vehicle
swarm from the University of Notre Dame’s MOSES lab.
It consists of VEX agents equipped with two wireless no-
des (TelosB or Tmotes) and a simple SBT30 Easysen sen-
sor board. The VEX platform is a four-wheel platform
with a processor that handles tactile sensors and wheel
control. Radio beacon induced potential fields are used
for the navigation of all agents: fixed waypoints generate
a “global” attractive field, whereas each agent generates
a local “repellive” field to avoid collisions. Most appro-
aches use artificial potential fields, rather than real beacon
induced fields. In order to accommodate repelling beha-
vior locally around other agents and global attractive be-
havior towards waypoints, the governing agent equations

are necessarily nonlinear. )
Agents operating on a plane typically take the follo-

aamcs



P. Bauer

Fig. 7. Ultra-low complexity vehicle swarm.

wing analytical form:

di(t) = Aa(t) —wi(t) + D filzs(t),2;(0)),

j=15j#i

t = 1,..., N, where x; is the location of agent i in
the 2-D plane, ie., z; € R2. A is a stable Hurwitz
matrix with eigenvalues in the left half plane, u;(t) is
an external input (equilibrium point or target location),
and fi(x;(t),x;(t)) is a repelling term that is non-zero
only if z;(t) and x;(t) satisfy |lz;(t) — z;(t)|| < e. This
term ensures collision avoidance. In reality, the above
equations are implemented in discrete time units slightly
different clock cycles leading to synchronization errors.

6. Conclusion

This paper summarizes new system dynamical challenges
in areas at the intersection of networks, systems and con-
trol. In particular, congestion control, sensor networks,
and swarm networks are singled out to illustrate networ-
ked system phenomenas such as synchronization errors,
time-variant delays, capacity limitations, packet drop, etc.
Emphasis is placed on the role of new high fidelity system
and interconnection models that are sufficiently simple to
allow for accurate system performance predictions.
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