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A general definition of a quantum predicate and quantum labelled transition systems for finite quantum computation systems
is presented. The notion of a quantum predicate as a positive operator-valued measure is developed. The main results of
this paper are a theorem about the existence of generalised predicates for quantum programs defined as completely positive
maps and a theorem about the existence of a GSOS format for quantum labelled transition systems. The first theorem is
a slight generalisation of D’Hondt and Panagaden’s theorem about the quantum weakest precondition in terms of discrete

support positive operator-valued measures.
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1. Introduction

Operational semantics (Plotkin, 2004) developed in the
mid-1970s is the first formal method describing the be-
haviour of computer programs. Nowadays, three major
approaches to the semantic analysis of classical programs
exist: operational, denotational and axiomatic semantics.
A motivation underlying the progress in the area of oper-
ational semantics (this paper discusses only such seman-
tics) is the interest in how the process of computation is
conducted. It is especially significant in quantum compu-
tation science. Although an enormonous activity in this
area has been observed in the last period, few quantum
algorithms exist. Many researchers took a sceptical point
of view concerning further development of quantum algo-
rithms (Shor, 2004).

It seems to us that none of the existing quantum com-
putational models was sufficiently well understood in or-
der to develop systematic tools for the construction of
new, interesting quantum algorithms. For example, the en-
tanglement is not fully explained, but this phenomenon is
used directly in many significant quantum algorithms: the
teleportation protocol, superdense coding and the crypto-
graphic protocol called E91 are good examples. There-
fore, research on operational semantics is very welcome
and important for better understanding of the very nature
of quantum algorithms.

In this paper, we concentrate only on quantum oper-
ational semantics with predicates for finite quantum sys-

tems. The notion of the quantum predicate is inspired
by the classical predicate notion and can be used in any
discrete quantum model including the standard circuit
and one-way quantum computation models (Jozsa, 2005;
Raussendorf and Briegel, 2001; Raussendorf et al., 2003).

There are many important reasons for considering
operational semantics for quantum programs:

e Operational semantics is a simple theory suitable to
express the meaning of classical programs. It is
our hope that a similar theory can be formulated for
quantum computation models.

e The introduction of an appropriate theoretical notion
to compare two seemingly different quantum algo-
rithms or quantum programs will be helpful, and the
bisimulation notion of different quantum computa-
tional models is very welcome.

e The quantum computation model is very different
from classical computation models (CCMs). The
notions of superposition or entanglement do not ap-
pear in CCMs. The application of some notions of
classical operational semantics theory to describe the
meaning of quantum programs is helpful to prove
some interesting properties, e.g., the determinism
and finiteness of quantum computation.

e The quantum counterpart of the classical program
synthesis algorithm can be developed with the use
of predicates.
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The presented paper is organised as follows: Sec-
tion [2| contains basic definitions and some facts from the
theory of quantum labelled transition systems (termed
QLTS). We also establish a GSOS (grand or general struc-
tural operational semantics) format for finite quantum la-
belled transitions systems, which is based on the work
(Aceto, 1994). We also recall classical definitions of
predicates together with the weakest precondition and the
strongest postcondition notions.

In Section 3] the notion based on a positive operator-
valued measure as a general quantum predicate is intro-
duced and some elementary properties of this object are
formulated. The compatibility of our general definition
with those previously used in several papers is demon-
strated as well. We also present a technical theorem about
the existence of the predicates for a quantum labelled tran-
sition. The second very important result of the present
paper is the proof of the existence of the weakest quan-
tum precondition for predicates by a POVM supported by
discrete event spaces. A generalisation of this result to
an arbitrary POVM is presented in (Gielerak and Sawer-
wain, 2007). The duality between the weakest precondi-
tion and the strongest postcondition is also shown in this
section.

Section Ml contains some applications of quantum
predicates to an analysis of some well-known quantum
algorithms like the Grover algorithm and a superdense
coding protocol. We also present a procedure to simu-
late the application of a unitary gate with a one-way quan-
tum computation model (termed 1WQC). The proof tree
of such a procedure will be presented in the last part of
Section [

It is the main drawback of the present paper that it
focuses the semantic analysis of the algorithms discussed
below on the classical aspects only and thus it should be
treated as a preliminary step in the direction of developing
sufficiently efficient and powerful quantum computational
tools for deeper understanding of the very nature of the
quantum computation process.

2. Quantum labelled transition systems

A transition system is the triple (S, A, —), where S is a
set of states, A is a set of actions (also called the label) and
— is arelation called the transition relation. The relation
— satisfies

—C SxAxS. (1)

If (s, a, sl) €—, then we write s> . Any configuration
s such that s—, which means that there is no possibility
to leave this state by the allowed actions from the set A, is
called terminal (or final).

Let us recall the classical notion of the 0—1 Boolean
predicate. Let f € S. We call the state f a predicate for
a state € S or for a sequence x1, T2, X3, ..., Ty, € 9, if

for some Boolean function Pre : S x S — {true, false},
we have

Pre(f,x) = true, 2)

and, respectively for the sequence,
V; Pre(f,z;) = true. 3)

In other words, if f is a predicate and s a state, then
we write s |= f instead of Pre(f, z), which means that
the state s is true for the predicate f.

The weakest precondition (in the literature known
as the weakest liberal precondition) is a well-known
paradigm of the goal-directed programming methodol-
ogy and semantics for programming languages. The
weakest-precondition was developed by (de Bakker and
de Roever, 1972; de Bakker and Meertens, 1975) and pop-
ularised by Dijkstra (1976). This notion is connected with
the Hoare triple { f1} P{ f2} (Hoare, 1969), where f; and
f2 denote some predicates and P is a program. In other
words, the Hoare triple says that, if f; is true in some entry
state and executing P in the entry state can yield another
final state, then f5 is true in this final state.

For any action a € A and a predicate f>, we define
the predicate wp(a, f2) as

S ): wp(aa f2) = Vtes((s,a,t) €—>) = (t ': fQ) “4)

wp is the weakest precondition operator and the predicate
wp(a, f2) is the weakest one satisfying the Hoare triple
{wp(a, f2)}a{f2}. The Hoare triple can be expressed
with the wp operator = f1 = wp(a, f2).

The strongest postcondition (termed ‘sp’) is defined
by

t):Sp(aafl)zasES(svaat) E—>)/\5 ):fl 5)

From the definition of the Hoare triple we obtain that =
sp(a, f1) = f2 is equivalent to { f1}a{ f2}.

Before we introduce the definition of a quantum la-
belled transition system, we give some remarks about the
form of the states which are processed by a given transi-
tion system.

Let M be a quantum system. Then there exists an
associated Hilbert space H s of states. In this paper the
set of pure states will be identified with the unit sphere

OE(H) = {l¢) € Hu : I[9) =1} € Hur,

and the set of all states will be denoted by E(Hay).

If the system considered is composed of n identical
copies of M, then the corresponding state space is formed
by applying the tensor product ®. In particular, pure states
correspond to points of the unit sphere of the space H%;.

In many realistic situations the notion of a pure state
is not the appropriate one and must be generalised to the
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notion of a mixed state. Mixed states of a system M cor-
respond to the convex set E(H ) of all semipositive en-
domorphisms p of the space H ;s and with the trace equal
to 1,1i.e., Tr(p) = 1.

The set of all states on Hj; will be denoted by
E(Har). The unpleasant feature of the convex set E(H )
which causes many problems is the lack of a simplex
structure. From the very definition it follows that any
mixed state p € E(Hs), called the density matrix, fre-
quently has the property of being nonnegative and having
Tr (-) equal to 1, i.e., Tr (p) = 1. If, additionally,

Tr (pz) =1,

then it follows that p is a pure state, i.e., there exists [¢)) €
Has such that p = |¢) (9]

The possibility of describing quantum algorithm
structures in terms of the underlying generalisation
of labelled transition system methods was started in
(Sawerwain et al., 2006). Let us recall some definitions.

Definition 1. A general quantum labelled transition sys-
tem (qLTS) is the triple (F,.(H), Op, —), where:

e FE,.(H) is aclosed subspace of the set of all states on
‘H, in the sequel denoted by S,

e Op is some set of operations which are realised by
completely positive maps that might include, among
other things, some unitary operations, and/or some
measurement operations,

e —» is the labelled transition relation: -»C FE,.(H) X
Op x E.(H); in particular, we write p—a» o if
(po,p ) €.

Depending on the particular content of the set Op, we
may consider many admissible computational steps. For
example, we can select two basic types of transition:

e A [-type transition, denoted by f», represented by
a unitary operator from U (H), the set of all unitary
operators acting on the Hilbert space H. The (-type
transition is denoted by the following rule:

)y

e A p-type transition, denoted by L. This step is rep-
resented by the measurement operation from O(H)
and denoted by the following rule, which measures a
part or the whole of the quantum register:

) ]6) > [4hw) L |6) [0S loe) 1

For a — type transition, we distinguish an adjoint
i

. B .
Hermitian operator —. This operator represents a re-
versible operation and it is still a unitary operator.

The (-type transition has the specific property of be-
ing reversible, which generally does not appear in the clas-
sical LTS theory. Although it might be understood as
completely trivial, we formulate the following proposition
stressing the fact of the existence of a reverse operation in
every [ step in a given quantum transition system.

Proposition 1. Let (OE,.(Har),Op, —) be a quan-
tum labelled transition system and U(Hp) < Op,
where U(H ) denotes the set of all unitaries acting on
Hy and OE,.(Hy) stands for a set of allowed pure
states. Then, for any (|¢),U, |w'>) €—» it follows that

(Iv"), U1, [1b)) €.

Proof. To prove this proposition, we use the adjointness
property in the Hilbert space H. Let |x),|y),|z) be vec-
tors in H and let U be a unitary operator. By definition,
(Uz|y) = (x|U'y). Therefore,

v, Ut Ut U
(l2)=> ly)=> |2) A lz)= |y)= |2)) = [x) = |2).  (6)
The property UT = U~ is also used in this proof. M

Remark 1. The (-type transition can be formulated

B . ..
as follows: For any |¢)— [¢) ) there exists a transition
’ ﬁT
|4 )= [4), where B8t = B3 =1

Remark 2. In fact it is well-known that among com-
pletely positive operations only unitary operations are re-
versible.

The concept of an operational trace is very useful in
operational proofs.

Definition 2. Let s, ¢ be a pair of quantum states belong-
ing to the set of states of a given qLTS (E,.(Hys), Op, —).
We will say that the state t is reachable from s iff there
exists a sequence of operators (a1, ..., a,) from Op and
such that

al as as ayg An
§= q1—> @2 q3—> ...qp_1—> 1 @)

for some intermediate states ¢; € E,(Har). Any such
sequence will be called the operational trace of the pair
(s,t) and will bedenoted by T, (s, t).

Let M be a projective measurement with the spec-
tral set { A\, |¥)m},m = 1,...,N and let s € IE(H)
be a system state. Then the action of M on the state s
can be described by the probabilistic data {U,, pa}, o =
1,..., N, where U, is a unitary action determined by the
equality Uy |s) = [1q) (Which, of course, does not de-
termine the operator U, in a unique manner!) and where
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Pa = |(¥|tha)|? are the corresponding probabilities. Hav-
ing such data, we can replace each p-computational step
of a given qLTS (E(Hys), Op, —) by the corresponding
stochastic [-unitary step connected to the probabilistic
representation as above.

Definition 3.  Let (E(Hs),Op,—) be a qLTS. A
probabilistic (3-step representation of all p-steps of a
given system will be called a probabilistic version of
(E(Har), Op, —).

However, if a quantum algorithm is expressed
throughout a quantum circuit containing only unitary
gates and measurement gates taking measurements for
states which are eigenstates of an observable, then the
computation process is deterministic.

Proposition 2. Any deterministic quantum algorithm has
the following operational description:

1)Ly )L gy,

I ’
|pn 1) | = [ty

where |1) | is the state which is one of the eigenstates of
the observable used in the measurement process.

2.1. Operational semantics as forward semantics.
The operational meaning in qLTS is defined by the natu-
ral operational function: Oy : E(H) — Op* (by Op™ we
denote the set of all finite sequences (opy, opy, . .., 0p,,)
of the set Op). For a class of qLTS where the states are
described by pure states, the function O can be defined
as

Ow([9)) = {ue Op: 3w} € E(H) A

, (@)

(), u,1')) €= }.

In terms of semantics, the operational functions Oy de-

scribe quantum programs as finite sequences of admissi-

ble operators. This means that the operational meaning of
a given quantum program P is denoted by

[P] = [u1,ug,us, ..., un], u; € Op. )

However, according to Definition 3] forward seman-

tics can be represented as a sequence of unitary operators

(albeit the probabilistic one) or a sequence of sets (con-

taining unitary operators only),

[Pl = {u3, U, {UYs, o USR] (10)

2.2. Operational proof trees. Similarly to the classi-
cal framework of operational semantics, the notion of a
proof tree can be formulated for quantum labelled transi-
tion systems. Let s be a state. Then a state ¢ is reachable
from s if a trace exists for s such that

Top(s,t) = (a1, a2,a3, ..., an).

The existence of a set of labels means that a set of states
reachable from s exists,

al as as QAn
S—=q1—=q2—q4 - - - qn—1L.

Then the states ¢; and ¢ are elements of the set rea(s) com-
posed of all elements that are reachable from s.

Definition 4. Let L = (E(H ), Op, —) be a qLTS. A
proof tree (process graph) of a given L is a directed and
rooted graph. The edges of this graph are labelled by the
operations u € Op, and the edges F(t) are described by
the relation E(t) C N(t) x Op x N(t¢). More formally,
we say that a proof tree ¢ is the following triple:

(N (), R(t), E(t)),

where N denotes the nodes (states from E(Hys)), R is a
root node (initial state) and F is a set of edges of the proof
tree ¢.

It is possible to define the process graph as
(s,(S,A,—)), where s is the initial state and the triple
(S, A, — ) is a qLTS. Then (s, (S, A,— )) is a process
graph where s represents the root of the graph, and we re-
strict (S, A, — ) only to the part composed of states that
are reachable from the root state s.

2.3. Quantum labelled transition systems as GSOS
rules. Generally, checking whether a given quantum
programming language yields a finite quantum labelled
transition system is very hard. In any case, we have to
build a corresponding proof tree to check all computa-
tional paths. Therefore, it is interesting to develop another
language specification where the finiteness of the defined
quantum labelled transition system arises naturally. The
GSOS format (Bloom, 1989; Bloom et al., 1989) is one
example of such a language specification.

Let S = {z1,29,...,2,} denote the set of states
belonging to the appropriate Hilbert space H s, and let
the set L = {l1,lo, ..., } represent the set of actions (/3
and  steps) which can be applied to states from the set .S.

Definition 5. A signature is a collection X of function
symbols f and f ¢ S. The signature ¥ is equipped with
a function ar : ¥ — N. The value ar(f) gives the —
admissible arrnes of f. The set T(X) of terms over ¥ is
described recursively by
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(i) SeT(Y).

@Gi) if f € ¥ and tl,tg,...,tm(f)
f(tl,tg, R 7tar(f)) € T(E) .

€ T(X), then

The GSOS format for a quantum labelled transition
system has a form similiar to the classical version (Aceto,
1994).

Definition 6. A GSOS rule has the following form:

xz—l>() l€ R;,1<1<n prohibited formula

xz—'le le P;,1<i<n negative formula

le—7>yzj 1<ji<m positive formula
flzy,ma, ... x,)St 7

where f represents the operation symbol 3 or a p com-
putational step. Here ¢ is a target and it is a term where
at most states x; and y; appear. The set of rules will be
denoted by R.

The main difference between the classical and quan-
tum versions of GSOS is the definition of the substitution
function. The substitution function, or more precisely a
closed X-substitution, is a function ¢ from a finite set of
variables to finite closed terms over the signature 3. In
other words, for each term P, Po denotes the result of the
substitution o (x) for each variable = occurring in the term
P. The quantum substitution function has the following
forms:

— unitary steps on the variables,

ou measurement steps on the variables,

Loop(:
2. oul:
3. oh(:
4. Z( measurement steps on the entangled vari-

)
) -
) — unitary steps on the entangled variables,
) -
ables.

Definition 7. Let G, = (X¢,, Rg,) be a quantum GSOS

G
system. Then the operator dependence < for the process
graph is given by a directed graph for GG, with:

1. the set of nodes from ¥g,,

2. the set of edges £ given by (f,g) iffarule p € Rg,
exists for the operation f and the target term g.

G
Generally, we write this fact as f < g.
Lemma 1. For any quantum GSOS system G, =
(EquRGq) andfor T = f(TlvTQa . 72—‘l) € T(EGQ)a
we have

rea(T) C {g(V1,Ya, ..., Ya) | f < g,

!
Viert,..ny Jjeqr,..y + Yi € rea(T] U

Proof.  In this sketch of the proof, we firstly assume
that Q € rea(T). Then the definition of rea(-) allows
us to assume that T'— (). The theorem can be proved by
structural induction on the length of the derivation relation
T— . We wish to show that

G

l
(1)} U | rea(T))
i=1

Qg{g(yla}éa"'a

Vie(1,...n}Jjef1,...1} © Yi € rea

First, we prove the basic case, where 7' = (). This case

is trivial because the relation 7— () uses the operator 3
which, by the definition of rea(-), is reflexive for all closed
terms Y € T(Xq, ). Therefore, Y € rea(Y) by the defi-
nition of rea(:).

The inductive step is used for T— Y — @ for some
Y € T(Xg,). From the relation 7'— Y it is known that
arule p, € Rg, exists with f as the operation symbol
in the form T = f(x1,x2,...,x;)o and the target Y =
(xi,y;)o, where o is a quantum substitution function. To
compute the value of o, we use the set of hypotheses for
the rule pg.

If the target has the form x; or y;;, then we compute
o(x;) or o(y;; ). The quantum substitution functions work
on a Hilbert state space. For two given states there always
exists at least one unitary transformation between them.
This fact means that we directly obtain Y~ € rea(T;) for
some 4.

If the target has the form g(g1, g2, .- ., gn) for some
g € qu, then we have to use the structural induction for
9(91,92,- - -, 9n)o. We obtain

Vpe{l,...m}Jjef1,..1y : 0(2p) € rea(Ty).
The inductive hypothesis applied to the relation
9(q1,92,- -, gn)— Q is omitted. M

Direct application of Lemma [l gives the following
result.

Theorem 1. Let G, = (Xq,, Ra,) be a simple quantum
GSOS system. Then for all closed terms T € T(X¢q,) the
process graph of T' is a finite graph.

Proof.  To prove this theorem, we show that rea(T") is
finite for all closed terms T" € T(X, ), and this fact can
be proved by structural induction.

Firstly, we assume that 7' = f(T4,Ts,...,T;). Then
the set rea(7;) is finite for each ¢ € {1,...,l}. This as-
sumption means the finiteness of each rea(7;). Then we
can show that rea(T") is finite, which can be easily shown
using Lemma [T] because the set rea(7') contains the fol-

@amcs
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lowing subset:
G
Yn) | f = g/\v

1
T;)}U U rea(T;
i=1

{Q(Yl,YQ,. EEE)

Viel,...n3jeq1,..y : Yi € rea(

3. General quantum predicates as positive
operator-valued measures

The notion of 0-1 valued predicates in the context of
quantum systems was introduced by G. Birkhoff and
J. von Neumann already in 1936 (Birkhoff and Neu-
mann, 1936). A fundamental discovery made there was
that the calculus of the introduced quantum predicates
forms a structure slightly different from the orthomodu-
lar complete lattice known in the context of classical 0—1
predicates. The quantum predicate calculus forms a struc-
ture known as the quantum logic lattice. Gleason (1957)
proved that the basic representation of the quantum lattice
is that given by the algebra of orthogonal projectors acting
in a Hilbert space and, moreover, such a representation is
unique up to a unitary isomorphism provided that the di-
mension of the underlying space is greater than 2.

Since this discovery, a lot of work has been done in
this area bearing the name of quantum logic theory. How-
ever, the application of quantum logic to quantum pro-
gramming theory (QPT) is not widely discussed yet. In
this section we present a very general notion of predicates
applicable to the QPT area of research for finite quantum
computation systems.

Let H be a Hilbert space and let B(7{) stand for the
C*-algebra of bounded linear operators acting in H. A
map

F: B(R) — B(H), (an

where 5(IR) stands for the Borel o-algebra of reals R will
be called a positive operator-valued measure (POVM) iff

(YIF(A)p) =0,
(12)

i.e., the map A — TF(A) takes values in the space of

semidefinite, nonnegative bounded operators acting on H,

(POVM2) Vyen A€ B(R) — (W[F(A)y)
is o-additive on A(R).

(POVM1) Vyen A€ B(R)—

(13)

>From (POVM1) it follows that F(A), which will be also
denoted as

[xa@)-ar)

where x4 (z) is the characteristic function of the set A,
for any A € B(R), is a Hermitian nonnegative operator
acting on H. It is a standard assumption (although there

are some important situations where this is not true) that
the measure dF is atomic, i.e., that its support supp(dF)
is a discrete subset of R : supp(dF') = {x1,...,2,}, and
then we will write

F({w:}) = Fi

and also

=F+F+...+F,.

/R dF (z)

Definition 8. The space of generalized predicates
gPre(H) is formed by all POVM(H) obeying addition-
ally the condition

F(R) :/RdF(x) <I. (14)

A natural partial order relation =< is defined in
gPre(H). We will write F; < Fy iff

Vaep®) Vyen (YIF1(A)Y) <

Proposition 3. The space gPre(H) is a complete par-
tially ordered space (cpos).

(V[F2(A)y).  (15)

Proof. Let (Fp),_; ,  be an ordered chain of POVMs
defined on H and obeying (I4). We define the least upper
bound of (F,,),,, denoted by [F*, as follows:

Yy, a(QIF(A)p) = lim sup (V[Fn (A)).

>From the polarisation identities it follows that for any
A € B(R) the operator F*(A) is well defined and is non-
negative and bounded, where (I4) is also taken into ac-
count.

The proof of g-additivity is based on a version of
the dominated convergence theorem which is used in the
following way: Let A = [ J;~; A,,, A, € B(R) and A,, N
A, =0forn # n’. Then, for any n and |¢) € H,

([ Fn( =) (W[ (Ar)y
k=1

from (POVM2). The dominated convergence theorem for
positive series gives

limsup (¢[Fy, (A)y)

= (Y[F*(A)y)
= Zlimsup (V|Fn (Ar))
k=1 "
Z |F* Ak | (16)

k=1
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Remark 3. In most applications, POVM(F) describing
a specific measurement process connected to observable
F" has a discrete structure. However, this property is not
stable under taking the least upper bound and that is why
we have to consider the space of the POVM as above.

The important notion of the relative quantum phase
seems to be an excellent example of an observable for
which the measurement process is based on the POVM
with continuous support. When we recall the role played
by the relative phase notion in the Shor algorithm or even
the fact that very important quantum calculation schemes
(known as geometrical and topological calculations con-
sidered to be very promising for future quantum computer
implementation) do exist in which the notion of the rel-
ative quantum phase plays a major role, we can be sure
that the introduced notion of the predicate will find im-
portant applications in the semantic analysis of these sorts
of quantum calculations.

Let the quantum system considered be in a state p
and let POVM(TF) correspond to an observable F'. Then a
statistical interpretation of IF is that for any A € 5(R) the
quantity

(P, =T o () =T ([ xato)a¥(a) o)

assigns a probability to the event that measuring F' we
obtain a value belonging to the set A.

Remark 4. Although standard observables (for infinite-
dimensional systems) associated with self-adjoint opera-
tors whose continuous spectra are nonempty do exist, the
main difference between the classical projective measure-
ment and the measurement connected with POVM(F) is
that in the process of measuring F no collapsing process
takes place.

Another important difference is that in the case of
discrete and finite POVM F with

/dIF(x):F1+F2+...+Fn,
R

the supporting operators do not obey the orthogonality re-
lation F;F; = 0 for ¢ # j in general, which is in con-
trast to the standard projective-type measurement. More
information about the measurement can be found, e.g., in
(Sewell, 2005; Peres, 1995).

3.1. Predicates as positive operators. In most appli-
cations, corresponding POVM(F) for measuring the ob-
servable FF is discrete, i.e., the support of F is a finite set
and then

/w@:m+&+m+m, (17)
R

where F; > 0 fori > 1,...,n and, moreover, Z?zl F; <
[ If this sum equals the unit operator I, then the measure-
ment corresponding to F' is called complete and in this

case we have a natural probabilistic interpretation: If the
system is in the state p then the probability that, while
measuring the quantity F, the result of the measurement
will be connected to a particular F; from the decomposi-
tion (I7) is given by

pi =Tr (pFi). (18)

Denote by Fy(POVM(Hs)) the set of POVMs which
have supports consisting of at most N atoms. Then the
partial order =< as in the previous subsection can be in-
troduced into Fy(POVM(Hs)) and the resulting pos is
cpos for any fixed N.

The class of predicates on which our discussion will
be focused will be that corresponding to the space

DPre(Har) = | Fn(POVM(Har)).
NeN

Definition 9. For a predicate F € DPre(H ) the satis-
fability of IF is defined as the map

satr : B(X) x E(H) 3 (A, p) — satr(4, p)
— Te (F(A)p).

In particular, for a fixed p € FE(Hys), the number
Tr (pIF) represents a degree of satisfying the predicate F
by a system being actually in the state p. In particular, if
Tr (pF) = 0, we say that the predicate F is not fulfilled
by the state p. The following lemma (see also (Raynal,
20006)) seems to be useful in order to explain what happens
in this case.

Lemma 2. For any positive operators A and B,
Tr(AB) = 0 if and only if the bases of these operators
are orthogonal:

Te(AB) =0 < {|{)} L {lv7)}. (19

Proof. >From the Hermitian property of A and B and
the spectral theorem it follows that there exist orthonormal
systems of vectors {|92)} C Has, {l¥7)} € Has being
the corresponding eigenvectors for A and B in which the
operators A and B are represented by

A=Y M), B=3Y AP

with A4 > 0, AP > 0. Both systems {lwM}, {lvf)}
could be completed to orthonormal bases of H s, and the
point is that these complementary vectors must belong to
the kernels of A and B. Recall that the bases of A and B
are given by

b(A) = Zu{lvi')}
and

b(B) = Zu{lv7)},

aamcs
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respectively, where .z means the operation of taking the
linear hull.
Using these bases, the trace of AB can be computed:

TrHM (AB)
= Tray | D AWM @AD AP WP WP
i J

= STANPwA P). (20)
ij

>From this identity it is easy to conclude that
Try,, (AB) = 0iffb(A) Lb(B). W

The application of Lemma 2] allows us to derive the
notion of unambiguous predicates.
Definition 10. Two predicates F1, Fo € DPre(H ) are
unambiguous iff

Vaepr) Tr(F1(A)F2(A)) =0,

which will be denoted by 1 | TFo.

This means that the predicates F and F5 give us in-

formation according to the orthogonal subspaces which
are pointed by one of them.

Theorem 2. For any state p € E(Har) there exists at
least one predicate F € DPre(H ) such that

satp(A, p) >0
Sfor some A € ().

Proof. Let H 4 be a a nontrivial closed subspace of H ;.
Then we can decompose H s = Ha EBHIJ@. Let E 4 be the
orthogonal projector projecting H s onto H 4, i.e., E4 :
Har — Ha.

Taking a normalised vector |e) € Hjs and applying
FE 4, we can write

le) = lea) + lex),
where
lea) = Eale), lex) = (1~ Ea)le).
It is clear that |e4) € H, and |e}) € H. Assume that

lea) # [0).

Let us choose a state p € E(H ) such that the basis
of p isequal to H 4. Let us assume that our measurement
is of a projective type and consists in measuring the 0-1
quantum predicate composed from the unique projector
P, = |ea){ea|. Provided the system M is in the state p 4,
actually the result of measuring the projective predicate
P, is equal to 1 with probability

Tr(pP,) = Tr(pP?) = Tr(P,pP,) > 0,
and thus
satyp,y(pa) = Tr(PupPs) > 0

from the assumption that [e) ¢ H%. ®

3.2. Weakest precondition using the Kraus repre-
sentation. The Kraus representation (Kraus, 1983) will
play a crucial role in our generalised quantum weakest
precondition result. Therefore, we recall the following
theorem known as the Kraus theorem (or the operator-sum
representation).

Theorem 3. Let the dimension dim 'H,, of the space be
equal to n < oo. Then, for any completely positive map
E on L(H,,) there exists a family of linear endomorphims
(Fi)i=1,..n2 Such that for any p € E(Har) we can write

E(p) = FipF] 1)

and, moreover, if £ is trace-preserving, then also

Y FlF =1
i

The proof of this theorem can be found in many pa-
pers, e.g., a detailed exposition of the Kraus theorem can
be found in the paper (Choi, 1975).

Let F € DPre(H, £) be a POVM and such that

Vaep) /AdF(x) = Z Fo,
acA

and let £ be a CP map on H,;. We want to construct a
G € DPre(Has, X) obeying (22) and being largest in the
sense of the < ordering, i.e.,

Vaepmysatc(4, p) < satr(A, E(p)). (22)
With the help of Theorem[3lwe have

Tr (F(A)E(p))

o{r ()

-3 T (Fj F(A)Fip)
— Tr ((E*F)(A)p).
Thus we conclude that
WP(F, &) = E'F, 23)

where £* corresponds to the £ quantum channel.

Theorem 4. Let dimH,, < oo. Then for any discrete
F € DPre(Hus) and any quantum program € ( = any
completely positive endormorphism of L(Hy)) there ex-
ists a unique G € DPre(H ) obeying the weakest pre-
condtion postulate for a pair (F,E). Moreover, the pred-
icate G can be calculated by the action of the quantum
channel £* on DPre(H ).



Natural quantum operational semantics with predicates

Remark 5. It the case where the support of F consists of
only one atom, the corresponding quantum predicate E*IF
is the same as that constructed in (D’Hondt and Panan-
gaden, 2006). A generalisation of this result to the infinite
dimension setting and a continuously supported POVM is
presented elsewhere (Gielerak and Sawerwain, 2007).

3.3. Postcondition and its duality with the weakest
precondition. Let M € DPre(H, X) be a predicate de-
fined as a POVM. Then the satisfability can be written as

Vaepysatm(4, p) = Tr (M (A)p)

(g,
(

=Tr (E(p)M(A))
= VAeﬁ(Z)SatM(Aa 8(p)),

where £(-) represents the transformation of the entry state
p. In other words, £ is a completely positive quantum
program executed on the state p, and the operator M E(+)
is called the strongest postcondition.

This means that the satisfabilities for the entry and
the final state with appropriate predicates for completely
positive quantum programs are always positive,

Vaepm) satm(A,E(p)) > 0= saty(A,p) > 0. (24)
This duality can be written as the following inference rule:

E(p) = M
- WP(MLE)' )

3.4. Projective predicates for a quantum labelled
transition system. The notion of quantum labelled tran-
sition systems can be equipped with the predicate notion.
However, in order to introduce this notion in a way similar
to the classical situation, we must introduce a partial order
for the quantum state. This problem was extensively and
fruitfully discussed in (Coecke and Martin, 2002). This
approach to the notion quantum predicate calculus should
be considered as a special case of POV M based predicates
presented in Section[3l

For a proper definition of the partial order for density
matrices and for operators which transform these matri-
ces, we can use the following well-known proposition (for
another example of this proof, see (D’Hondt and Panan-
gaden, 2006)):

Proposition 4. For a Hermitian operator O and a density
operator p we have that Tr(Op) € (0,1) iff O is positive
and the eigenvalues of O are bounded by one.

Proof.  For any state vector |¢)) € H it is known that
Tr(OW)(¥]) = (Y|O). If we assume that Tr(Op) €
(0, 1) for any density operator p, where p = [¢) ()|, then
we obtain 0 < (|O|)) because the operator O is posi-
tive. On the other hand, it is known that Oy = A\, and
therefore Tr(O|y) (¢|) = (¥|O¢) = A(|yp) and A < 1.
|

We define the partial order for the matrices as fol-
lows: Let D,, be the set of density matrices on the n-
dimensional Hilbert space denoted by H™:

D, ={pecC"|p>0and Tr(p) =1}.

The partial order of complex matrices (known as the
Lowner partial order on the matrices (Lowner, 1934)) is
defined as

A, B e C"" A< B,iff B— Ais positive.

Unfortunately, there exist many examples for basic
states for which the partial order on matrices fails, which
confirms the fact that the introduced order is only a partial
order on the space p. For example, consider the following

density matrix:
A| B
L= ,
C|D

where B # 0 and C' # 0. It is trivial that the zero element
in the matrix partial order precedes other matrices,

(1) =)= ()

It is easy to find matrices which do not fulfil the partial

AT
(el (212)

In fact, it is rather well known that no linear order on the
spaces C™ exists for any d > 1.

Therefore, it is necessary to formulate a predicate in
greater detail. The spectral order with a projection opera-
tor on a selected subspace allows us to give a more precise
definition of predicates. Every self-adjoint linear operator
can be decomposed by the spectral theorem:

or

Theorem 5. A given self-adjoint linear operator p € D,,
decomposes in a unique way into a linear combination of
mutually orthogonal projections

p=Y, AP,

A€spec(p)

‘ﬂ,ama
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where

ApA A A
P)P) =6, P} , Y P)=Iy.
A

The set spec(p) C R is called the spectrum of the
operator p and P represents the projector associated with
the eigenvalue \.

An example of the spectral decomposition of a linear
operator by projectors is depicted in Fig.[ll We obtain

prob; (p) = Tr(Pp). (26)

To formalise this operation, we introduce the enu-
meration of the closed subspaces of the Hilbert space H"
associated with the selected quantum labelled transition
system.

It is hard to decide whether A and B are comparable
with respect to the relation < using only the knownledge
about the spectra of A and B. However, there exists a nice
result proven in (Coecke and Martin, 2002) that makes
it possible. For this purpose, let us define the notion of
labelling.

Definition 11. A labelling is a spectral decomposition

map
e:{1,...,n} = L(H"),
where
ejle; for i#j
and

e = H".
L(H™) means the variety of all subspaces of H where we
assumed that dim H < oo.

For given p € E(H) there exists a unique classical
state and the corresponding labelling e such that [p, e] = 0
and spec(pye,) = ;. A state o will be called the predicate
for p iff o is comparable with p and, moreover, ¢ < p.
In terms of the labelling e this means that spec(cje,;) <
spec(pre; ). For more details, we refer the reader to the
paper (Coecke and Martin, 2002).

If we consider the predicates as projectors onto the
selected subspace, then we have the following definition,
where we let the eigenvalues be bounded by one. For this
purpose, let us combine the partial order on the density
matrices and Proposition[d

Definition 12. A simple predicate f is a positive Hermi-
tian operator with the maximum eigenvalue equal to 1.

The space of simple predicates on H will be denoted
by SPre(H). In the set of simple predicates, a complete
partial order can be formed by applying the relation < as
above.

Proposition 5. The partial order of predicates
(SPre(H), =) is a complete partial order, and it has least
upper bounds of increasing sequences.

3.4.1. Satisfability for projective predicates. The sat-
isfaction relation introduced in this part of the article can
generally be written as

EC E(H) x SPre(H). (27

Let p be a density matrix and F' be a projector on a
selected subspace of H. We say that the state p fulfils the
predicate F' if and only if

0 < Tr(Fp) <1, (28)
and that the state p does not fulfil the predicate F' iff
Tr(Fp) = 0. (29)

In many cases this relation is too general and the in-
troduction of some kind of threshold is necessary. For a
given threshold 0 < o < 1, the satisfability = F(H) x
SPre(H) can be rewritten as

pE,F iff a<Tr(Fp) <1 (30)

The presented interpretation of satisfability for quan-
tum predicates allows us to derive several definitions con-
nected with the notion of predicates. The general relation
between two states can be defined as follows:

Definition 13. Let p and ¢ be quantum states. Then
‘R represents a relation between p and o if there exists a
predicate F' such that

Fo—Fp>D0.

The quantum assertion for quantum states and quan-
tum programs can be expressed in the following way:

Definition 14. Let p, o be given quantum states and .S
represent a quantum program. Then the state p is called
the entry state and the o state is the final state after the

s
execution of the program S: p— . The form { fo}S{ f1}
is a quantum assertion if and only if fop > Oand f10 > 0.

Based on the quantum predicate notion, the invariant
predicate for quantum programs can be formulated in the
following form:

Proposition 6. The predicate f is invariant for quantum
instruction i in state p in form {f}ip{f} if and only if
fp>0and fip > 0.

Proof. 1tis a direct consequence of the fact that the state p
before and after the application of instructions ¢ contains
information in the subspace pointed by the predicate f.
This fact is depicted in Fig. [ |

The notion of invariants for an instruction can be eas-
ily extended to the notion of a general invariant for quan-
tum programs, where the invariant is a guard for a selected
subspace where the quantum program is executed. This
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(rler)

1 (rle:)

0 ?
: 0
?
= ? 7 (rle;) 7 ?
? 0
(rlen) 0
? 0

Fig. 1. Decomposition of the density matrix where the projector operator allows us to obtain a selected probability.

P

Fig. 2. In the subspace P an invariant predicate f exists and the
states po, p1 fulfil this predicate.

situation must be formulated by the following theorem,
which is a direct counterpart of the classical invariant for
general programs:

Theorem 6. Let f be a predicate for a quantum pro-
gram S that consists of k computational steps. Then
f is invariant for S if and only if fS;p > 0 for each
1={1,2,..., k}.

Proof. Let P represent the corresponding subspace for
the quantum program .S. Then we assume that f is a pro-
jector on P. If after the execution of some number of
instructions from .S the state p does not fulfil f, then some
instruction S; changes the state p and S;p does not be-
long to the subspace P. In other words, the program S is
executed in a different subspace than assumed. H

4. Application of quantum predicate calcu-
lus to an analysis of some quantum algo-
rithms

First, we show a simple operational description for a quan-
tum programming language which is similar to two known
quantum programming languges: QCL (Omer, 2005) and
LanQ (Mlnatik, 2006). Then examples representing the
introduced notion of quantum labelled systems with pred-
icates will be presented. The first concerns the analysis of

var
g : glé6; { declaration of
quantum variable }
begin
{ reset quantum variable }
Reset (q) ;

{ assign 2”16 classical
states to variable g }
H(q) ;

{ show result of measurement
of g on the screen }

writeln('g=', q);
end.

Fig. 3. Trivial example of the quantum random number genera-
tor.

the Grover algorithm and the second the superdense cod-
ing protocol. We also present the operational proof tree
for simulating the (3-step using the pu-step in the IWQC
model.

4.1. Operational description for a simple quantum
programming language. In this section we define a
simple programming language with quantum data types.
The language is intentionally similar to Pascal, and there-
fore we call it Quantum Pascal.

The first simple program depicted in Fig.[Blis an ex-
ample of the true random number generator based on the
quantum mechanics measurement operator.

The first line includes the instruction Reset (q) ;.
In other words, the quantum variable is initialised with a
state 0,

reset

lg) = 10)1
The second statement H (q) ; simultaneously initializes
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var g gint;

{ oracle procedure computing function f }

procedure fnc(var g gint) ;
{ omitted oracle implementation }

begin
Reset (q); g:=(1);
g:=Had (g )' fnc(q); g:=Had (q) ;
writeln (’ ,q);

end;

Fig. 4. Prototype DJ problem solution written in Quantum Pas-
cal.

the quantum variable g with 2'¢ classical states. In op-

erational semantics, this instruction corresponds to the
Hadamard gate applied to a quantum register,

H
0) L= [¢")
Finally, results are displayed with the use of the writeln

instruction, which implies a measurement of the quantum
variable state,

') o)

The next example depicted in Fig. @ is a program
solving the Deutch-Jozsa problem (Deutsch and Jozsa,
1992).

Now, we try to formulate the operational rules for our
quantum programming language.

Definition 15. A quantum program P is a pair (I, Q)
where () is a finite set of quantum variables and [ is a
sequence of commands (instructions) from the following

list:
C == skip
Cr; Oy
qg:=q+N

X(q@)[Y(q) | Z(q) | H(q) | ...
CNot(q1,q2) | CHad(q1,42) | - .-

|

|

| if q then C; else Cy

|

|

| Measure(qi, qo, - .., qn)-

Let L represent basic instructions belonging to the
program P written in Quantum Pascal:

e the empty instruction denoted by words skip, empty
or by a semicolon,

e the assign statement: a := a + 2,

e the deterministic “if” instruction: if sy > 3 then sq,

e the function
fne(a),

e the measurement procedure applicable to a quantum
variable,

“call” (included system function):

o the sequence of two sets of instructions: s; sa.

Remark 6. Additional loop constructions can be added to
the above list. The bounded loop repeat has the following
form:

repeat n do s.

The value n is the number of iterations of the instruction
s. This instruction can be easily decomposed into the list
of basic instructions. It is possible to introduce a typical
while loop

while test do s,

where the measuring process examines the expression
test. This construct is easy to built if we assume that the
expression test is built from pure states of eigenstates of
observables used in the measurement process.

Definition 16. For the language L there exists the fol-
lowing operational description L,:

e The empty instruction has the rule

) )

where I represents the identity matrix.

e For the assign statement, we define the transition

u oo,
|la)— [a")
This rule accepts instructions in the following form:
a:=aflc,

where c is the constant or a classical expression and
Q represents the function: N — N". Generally, the
assign instruction in this form can be implemented as
the permutation matrix which can be replaced by the
appropriate set of CNOT gates.

e The deterministic selection instruction defined by the
following inference rule:

U(go)ge=111...
geao) 5 )

The notation U (¢, )q.=111... means that the operator
U is applied to a qubit or qubits denoted by ¢, at
the state denoted by q.. This is identical with the
CNOT or Toffoli gate definition, which applies the
NOT operation to a subspace where the first qubit is
in the state 1.
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e The function “call” understood as an application of
the U operation, i.e., Hadamard or any other unitary
gate:

) )

e The measurement of states equal to the eigenstate of
the observable used:

) 1o [eh) 1

e The sequence s; ; so is defined by two recursive
rules. The first rule describes the case when the set
§1 represents an empty instruction:

<51a |u)>> <emptY7 |7/1>>
<81827 |¢>>—” <52a |¢>>
and a rule of the second case in the form
(1,1 (o1, 10)
(15 52, 1)) > (52, [9))

Now, it can be proved that the language L terminates, i.e.,
programs built from the mentioned instructions are finite.

Proposition 7. The language L defined by the opera-
tional semantics L, terminates.

Proof. To prove that the language L terminates we de-
fine a complexity function Len(p) — N defined by the
following expressions:

Len(empty) =0,

Len(assign) =1,

Len(if b then s1) = s1 + 1,

Len(call fnc) = Len(definition of fnc),
Len(measure) = 1,

Len(s1; s2) = Len(s1) + Len(s2).

The function Len(p) returns a natural number equal to
the maximum length of the transition in the program p.
Because the set of natural numbers is well founded we
may assume that the language L terminates. M

Since we use a very special case of measurement, it
can be also proved that the language L is deterministic.

Proposition 8. The language L defined by the opera-
tional semantics L, is deterministic.

Proof. First, we have to prove that for a state |1)) in each
step of the computational process a program written in the
language L generates only one transition:

Viec By (i, [0) > (0. [9)).

We prove this property by the structural induction. Two
cases are considered:

e The case of the first five instructions in the definition
of the language L. It is obvious that all those rules
have at most one transition.

e Leti = s1;s2. In this case semantics are denoted by
the following set:

={(s2,[¢)) : {empty, |¢))) € Lo} U
{(s1352,19)) « (s1,[¢)) € Lo}.

By the structural induction, rules generated by the
operational function have at most one element. This
element can be an empty instruction or any other in-
struction defined by the semantics L, .

Ly(s1;82)

In this way we proved that the language L has always at
most one transition in every rule. MW

4.2. Operational tree proof for a quantum teleporta-
tion protocol. The teleportation protocol first presented
in (Bennett ef al., 1993) (a physical realisation described
in (Boschi et al., 1998; Bouwmeester et al., 1997)) is a
good example of an algorithm for which a proof tree graph
built over three qubits can be easily constructed. Let the
teleported qubit be represented by ¢, the qubit A be Alice’s
qubit and the qubit B be Bob’s qubit. Using the teleporta-
tion protocol we want to transfer the state of £ on to Bob’s
qubit B. The teleportation protocol has the proof tree de-
picted in Fig.

The proof tree clearly shows nonlinearity (the pro-
cess of computation needs results from earlier computa-
tion steps) of the teleportation algorithm introduced by
(Bennett er al., 1993) (the symbol ~ represents the state
equality, X represents the Not gate, [ is the identity gate
(i.e., the identity matrix) and F' represents a phase change
gate). The measurement is used in the process of the re-
construction of the state ¢, which is done correctly with
probability one. From the proof tree shown in Fig.[3it can
be seen that the described computational process contains
four operational traces. Using the notion of the opera-
tional trace, we can prove the following proposition:

Proposition 9. The teleportation protocol given by the
proof tree (Fig.[) is a deterministic quantum process.

Proof. The proof is very short if the notion of the opera-
tional trace is used. The space of the operational traces of
the teleportation protocol contains four sequences:

EO - (CNOta H,/L - (00)2; I),
— (CNot, H, y1 — (01)2,X),
= (CNot, H, it — (10)2, F),
= (CNot, H, it — (11)2, X, F).

@amcs
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B~t
|B)=> It) 1B)> |t) |B)> [t) 1B |t)
143) = (00), |tA3>=<01> A7) = (10), JeAT) = (11),
|tABQ) |7§A3 >|BQ>
|tAB) |tABQ>
|tABO>CNot(f A)| ABY

Fig. 5. Operational proof tree of the teleportation protocol.

Therefore, we can conclude that the teleportation protocol
is deterministic. W

The first two operations of each trace are the same,
but the difference is in the third operation. The third
operation—the p computational step representing the
measure procedure—causes a need for using different op-
erations to achieve the final state. A proper sequence of
operations after y, leading to the final state, is always
known regardless of the result of x4 (which is probabilis-
tic). It must be stressed that the final state is the same for
all four traces. Due to this fact we can conclude that the
teleportation protocol is deterministic.

The operational tree depicted in Fig. [0 represents
the one-bit teleportation protocol implemented in (Kak,
2003).

Proposition 10. The one-bit version of the teleportation
protocol given by the proof tree (Fig.[6) is a deterministic
process.

Proof. The proof of this proposition is again short and
easy if the notion of the operational trace is used. The one-
bit teleportation protocol contains only two operational
traces depicted below:

&0 = (H, CNot, CNot, CNot, H, u — (00)2 or (01)2, 1),
&1 = (H, CNot, CNot, CNot, H, p — (11)3 or (10)2, Z).

The first five operations of each trace are the same,
but the difference is in the sixth operation. The sixth
operation—the p computational step representing the
measure procedure—causes the need for using different
operations to achieve the final state. A proper sequence
of operations after u, leading to the final state, is always
known regardless of the result of y (which is probabilis-
tic). It must be stressed that the final state is the same
for two traces. Due to this fact we can conclude that the
one-bit teleportation protocol is deterministic. W

4.3. Superdense coding. The next example presents
the deterministic property of the superdense coding pro-
tocol, which is the opposite of the teleportation protocol.

To obtain a better legibility, the proof tree is split into two
sections. One is for classical states (00)2 and (01)a:

|AB)2100) |A'BY 2 |01) .
(00),,1AB)" 2 1aB)  (01),,14BY%)atBy
|AB) = —5(]00) +[11))
(€2))
and the second for classical states (10)2 and (11)s:
|A13>£|1o> |A'BY 2 |11) .
(10),,[4B) A" B)  (11),,14B)" Y4t B)
|AB) = —5(|00) + [11))
(32)

Proposition 11.  The superdense coding protocol is a
deterministic quantum process.

An additional operation, i.e., a measurement step to
obtain classical values, is executed on the states which are
eigenstates of the observable. The corresponding mea-
surement operator represents the computational step f:

) L= ) 1

4.4. Predicate for the Grover algorithm. In the tra-
ditional Grover algorithm (Grover, 1996) for one searched
state the predicate has a trivial form of the projector onto a
one-dimensional subspace of a Hilbert space of the states
of the register. When the Grover algorithm is applied to
search for two different states, the predicate cannot be ex-
pressed as a simple projector onto such a subspace. We
have to use a positive operator to extract important infor-
mation. For example, consider a quantum register with
three qubits. The diffuse operator is denoted by the sym-
bol d and the change of the sign of the amplitude by s. In
every iteration step we apply the operators s and d. In our
example only two iterations are enough to find the solu-
tion.

Suppose that we are searching for two states indexed
by the indices 1 and 3. Then the appropriate predicate has
the form of a discrete POVM. The first predicate is used
to obtain information on the amplitudes of the searched
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1
|B*)—~ |B?)

Z
|B*)—~ |B%)

[t2A3) = 00 or 01

[t2A3) =10 or 11

|t A2 B%)

u(th A?)
—»

[t2A4%) 1 |B?)

Not(¢,
—

C Al
tALBY) LAz

CNot(A%,BY)
—»

H
142522 4282

[tAlB)

CNot(A',B)
AT BY

H(A)
[tAB) — "|[tA'B)

Fig. 6. Operational proof tree of one-bit the teleportation protocol.

states:
000 0O0O0O0O0OD
02 000000
00 0O0O0O0GO0O
00030000
P = > (33)
’ 000 0O0O0O0O0O 0
000 0O0O0O0O0O 0
00 0O0O0O0GO0O
00 0O0O0O0GO0O
and the predicate for other states has the form
0000000
00 0O0O0TUO0O0O
00 #0000 0
0000 O0O0UO0O0O
Fon = 34
o 00002000 Gd
00000 ¢ 00
000O0O0TO0 20
0 00O0O0OTO0OGO0 %

The matrices F 3 and F, obey the positive operator-
valued measurement assumption:

Fi3>0, Foe, > 0
1,3 2 U, Loth = (35)

2F 34 6L =1L

>From the last formula it follows that
2Tr(F1,3p) + 6Tr(Fornp) = 1 (36)

for any density matrx p.

These operators do not commute, which means that
these predicate give us mutual information about the state
of the quantum register. In other words, these predicates
are unambiguous. The application of F 3 gives an answer
as to whether the quantum register is in the searched state,
and application of the second predicate F,, allows us to

obtain information about the probability of collapsing into
a state different than the searched one.

The following table shows values attained by the
predicates corresponding to the Grover algorithm running
for the first four iterations on the three qubits register:

Tr(F13p) Tr(Fowmp)
1 0.25 0.75
19 1 0
i3 0.25 0.75
14

The first iteration gives equal superposition states and both
predicates are satisfied, but the trace of applying the sec-
ond predicate is greater that the first one. In the second
iteration the situation is completely different. The first
predicate is true and the second one is false, which means
that the Grover algorithm has found the searched state
with probability 1. This example covers the case where
the Grover algorithm is fully deterministic. More infor-
mation about this deterministic case for the Grover algo-
rithm can be found, e.g., in (Hirvensalo, 2001).

4.4.1. General form of predicates in the Grover al-
gorithm. In a general case for n qudit registers with d
degrees of freedom, it is possible to formulate two types of
predicates. First, the set P represents the success predi-
cates

P = {p},p5,....p}}.
The set P represents the failure predicates
PF = {p{.p},....05},

where
i+ <d".

For both types of predicates we have

Sopi+d pi=1 > pild pl, 6D
[ 7 [ 7
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and the given predicates satisfy the relation

satps(p) +satpr(p) = 1. (38)

4.5. Sketch of a natural algorithm of quantum pro-
grams synthesis. Our algorithm is based on the clas-
sical predicate calculus. For the assertion {7} z «
1+ vy {z > 5}, where we try to find an entry predi-
cate, after an elementary transformation the entry predi-
cate 1l +y > 5, y>5—1, y >4 wasattained. On
the other hand, if we know the entry and the postpredicate,
we may try to find a transformation action. We must add
to « some value fulfilling the postpredicate. We change
the value of x with y: x := y, but we must use the value
in the conditions x > 5 and y > 4. Because we know
that y is greater than four, we can add (5 — 4) to fulfil the
postpredicate. Finally, x := y + 1 is attained.

A similar situation exists with a quantum transfor-
mation for two given states, denoted by |ti,) and [tout ).
The transformation B might be found with the use of the
following transformation:

Bltin) = [out),  B'[Yow) = |¢m), BB'=1.
(39)
We use the leftmost equation in the case where B = B
or the right most equation in the case where B # Bf.
Additionally, to verify the result, we can use the predicate
to prove that the obtained state is proper.

4.5.1. Superdense coding for three qubits as an exam-
ple of a synthesis unitary operation. In this example,
we try to find a B gate in the superdense coding proto-
col for three qubits. We use maximaly entangled states,
e.g., the GHZ state [GHZ) = —5(|000) + |111)). The
superdense coding protocol is based on the transforma-
tion between two orthonormal bases. The first base |in) is
formed from the following entangled states:

[ing,7) = =5(/000) + [111)),
ling.4) = 25(/100) + [011)),
ling,5) = <5(010)  [101)),
liny6) = —5(/110) + [001)).

The second base |out) consists of the following states:

|outg) = |000), |outy) = |001),
|oute) = |010), |outs) = |011),
|outy) = [100), |outs) = |101),
|outg) = [110), |outy) = |111).

It is easy to check that the elementary set of predi-
cates is given by the density matrices built from the base
states, e.g., for states 0 and 6 we have

Fy = [000)(000], Fs = |110)(110].

The set of predicates { Fy, F1, ..., Fr} is the invariant set
of predicates for the three-qubit superdense coding proto-
col.

Proposition 12. Py, = {Fy, Fi, ..., Fr} is the set of
invariant predicates for the superdense coding protocol

7
SR =Yl =1
i=0 i

and

Vi:0717___,7 TI‘(F7,|HLL>) >0 and Tr(Fi|outi>) > 0.

Proof. 1Ttis obtained by direct calculations. MW

This proposition can be easily generalised to a super-
dense coding protocol for n qubits.

Proposition 13. P,q, = {Fy, F1, ..., F,,—1} is the set of
invariant predicates for a superdense coding protocol on
n qubits,

SR =Yl =1
1=0 i

and

vi:O,l,...,nfl Tr(Fz|1nl>) >0 and Tr(Fi|outi>) > 0.

The B transformation can be found by solving the
eight linear equations in the form Blout) = |in). Let B,
be the matrix defined as the following one (where each
value is treated as an unknown variable):

T11 ... I18
B, =

I8l ... I88

We obtain eight equations,

After solving each of these linear equations, we
found the entries of the matrix B. For example, from
the first equation for state 0, B, |outg) = l|ing), we ob-
tain the values forming the first row of the transformation
matrix B:
x17 =0,

11 = o x12=0, ...,

1
g = —=.
NG
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The first part of operational tree:

e oy X oy 1z o ome X2 pey XTI wey LI e XZ I 4
[¥)000— [%)o000  |%¥)o00— [¥)0o01 [¥)oo1— [¥)oo10  |¥)oo1— [¥)oo11 [¥)o10—> [¥)or00  [¥)o10— [¥)o101 [¥)o11— [¥)ori0 |[¥)o11i—> [¥)oins
Tiag Ty Fisg oy
[¥)o0— [¥)a00 [¥)00— [¥)001 [¥)o1= [¥)o10 [¥)o1~ [¢)o11
Ty T
()0~ [¢)oo [9)o~ [¢)on
Hs
[)=" &0

The second part of operational tree:
oy L7 ney X7 ney LT ey XTI Hey X7 ney L7 ey XT nsy LT
) 100~ [$)1000  [%)100— [1)1001 [)101~" [$)1010  [¥)101— [1)1011 [¥)110= [¥)1100 [¥) 110~ [$) o [¥)hn= [ )= [$)un

oy oy
|1/1>10H*‘W)>1(10 |Tf//'>1()‘"x‘7ﬁ7>1(11

. P e
[)11—> [¥)110 [¥) 11— [¥) 1

Fisy

[¥)1~ [¥)10

|’L‘9>1I::'2 [)11

Hs
[y [¥)1

Fig. 7. Simulation of the unitary matrix u by a measurement pattern. We use four p steps with appropriate parameters which are
specified for the simulated (3 unitary step. After measurements we apply Pauli gates (X, Y, Z, I) to correct the final state.

Finally, the representation of the unitary operation U
for superdense coding can be expressed by the following
matrix:

oo oy-o o ofk
o opk o o ok o
o4k o o ogk o o
syl o o ogk o o
o cgllo o ok o
oo oyle o oy

Sk o o oo oo
S o o oo o o

(40)
It is easy to check that the obtained transformation B is
unitary, i.e., BBT = 1.

4.6. Simulation of the (3-step using the ;-steps. Fig-
ure [7] presents a complete operational description for the
simulation process of the -step with the measurement of
the p-step. The simulation of the (-step is based on a
one-way computational model (termed 1WQC) where the
measurement plays the main role in the computations. The
operational proof tree shows that this procedure is fully
deterministic. Figure [7] also shows that the IWQC and
circuit models are the same from the operational point of
view. It is easily proven that it is possible to mix both
models. The only fundamental difference between those
models is the fact that in the circuit mode the unitary gates
play the main role and in the IWQC the measurements
represent the main computational steps. Moreover, in both
models, the measurement is used to obtain the final result.
To proceed further, we introduce the following result.

Proposition 14. The simulation of the 3-step using the
L-steps is deterministic.

Proof. The proof is easy, because the final state is
uniquely determined by the result of all previous u steps.

The fact that the measurement is probabilistic is insignif-
icant here because each final result uniquely determines
the required 3-step to be used. W

As aresult of the measurement, one gets a set of four
binary digits. This means that there are 16 possible re-
sults. Each of those uniquely determine the required 3
operators, see Fig. [

The proof tree from Fig. [7] also shows that the algo-
rithm of simulation of the 3-step is not computationally
stable (i.e., the number of required operations varies de-
pending on the obtained measurement result). There exist
four cases where no additional steps is necessary, eight
where one is needed, and four cases where two additional
steps are required (eight simple [3-steps). This shows that
the computational complexity of this algorithm (counting
the number of operations) is given by

4,=01)or4,+15=0(1) or4,+25 = O(1). (41)

For any computation process where we simulate n [3-
steps, we obtain

T(n) =n4, = O(n) or
T(n)=n4,+13) =0O(n) or
T(n) = nld, +24) = O(n)

In the sense of O(-) notation, the foregoing cases
have the same linear complexity. This fact can be used
to construct a very simple proof that the IWQC and the
circuit model belong to the same class of computational
complexity.

Proposition 15. The simulation of n 3 steps using the
IWQC has the computational complexity of O(n).

Proof. 1f we simulate n 3-steps, the number of operations
varies from 4n to 6n. In both the cases the complexity is
givenby O(n). ®
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5. Conclusions

In this paper the notion of quantum labelled transition sys-
tems and the predicate for a discrete quantum computation
model were presented. The definition of the GSOS for-
mat for quantum labelled transition systems was also in-
troduced. An important theorem for finite quantum tran-
sition systems for discrete quantum computation models
was achieved.

The definition of the predicate notion was achieved
by the formulation of a general notion of the predicate as
a positive operator-valued measure. The cases of the pred-
icates defined in the literature can be regarded as special
cases of our general definition. We also defined a measure
of satisfability for predicates defined as positive operators
(which are not projectors) and projectors.

In the last part of this text, we presented some sim-
ple examples of using the predicates in two well-known
quantum algorithms: the Grover method for a search in an
unstructured database and the superdense coding for three
qubits. The proof tree of IWQC implementation of a one-
qubit unitary gate was presented. The above proof tree al-
lows us to prove two important properties: finiteness and
determinism.

One of further tasks would be a more general formu-
lation of the existence theorem of weakest precondition
semantics expressed in terms of positive operator-valued
measures. The result presented here for finite and discrete
quantum systems is the first step in this direction. A slight
generalisation of our result can be found in (Gielerak and
Sawerwain, 2007).
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