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REGIONAL OBSERVATION AND SENSORS

ABDELHAQ EL JAI, HOURIA HAMZAOUI

LAMPS—Systems Theory Laboratory
University of Perpignan, 52 avenue Paul Alduy, 66 860 Perpignan Cedex, France

e-mail: {aej,houria.bergheul}@univ-perp.fr

The purpose of this short paper is to provide original results related to the choice of the number of sensors and their supports
for general distributed parameter systems. We introduce the notion of extended sensors and we show that the observation
error decreases when the support of a sensor is widened. We also show that the observation error decreases when the
number of sensors increases.
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1. Preliminaries

Many works on distributed parameter systems (DPSs)
have been devoted to the observation problem (Curtain
and Pritchard, 1978). It has often been studied indepen-
dently of any geometric considerations, and most of the
works were focused on the observation and reconstruction
of the state in a certain observation space. The notion of
sensors and actuators introduced in the 1980s by El Jai and
Pritchard allows for a better description of measurements
and actions, see (El Jai and Pritchard, 1988). Additionally,
the study of observability and controllability can be con-
sidered with respect to the structure, number and location
of sensors and actuators. For linear DPSs, observability
and controllability are dual notions and most results on
observability can be deduced from those on controllabil-
ity by duality, see (Curtain and Pritchard, 1978; El Jai and
Pritchard, 1988).

In the case of regional observability, the problem
concerns the state observation in a subregion ω of Ω
(Amouroux et al., 1994). It was shown that, in this re-
gional case, the observation error is smaller than in the
general observation case. Various motivating examples
of regional observability are given in (Afifi et al., 2008;
Amouroux et al., 1994; El Jai et al., 1995). In this pa-
per we bring to light the link between the regional obser-
vation error and sensor structures (support and number).
During the last decades very few papers have been de-
voted to this problem. Here we give interesting results
which confirm and prove various simulation results like
those given in (El Jai and El Yacoubi, 1993; El Jai and

Najem, 1984; El Jai, 1977) for actuators and in (Korbicz
and Gawłowicz, 1990) for sensors.

The paper is organized as follows: First we provide
results on regional observability for general systems, and
we also consider the linear case. In the next section we de-
fine the notion of an extended sensor and its relation to the
observation error. The last section is devoted to the num-
ber of sensors in connection with the observation error in
the cases of internal, pointwise and boundary sensors.

Let Ω be a regular bounded open set of R
n with a

smooth boundary ∂Ω, ω a non-empty subset of Ω, and
let [0, T ] with T > 0 be a time interval. We consider a
distributed parameter system (S) whose state is denoted
by z ∈ L2(0, T ; Z), where Z is the state space, consid-
ered generally as L2(Ω). The state z is assumed to satisfy
convenient boundary conditions, but the initial state z0 is
supposed to be unknown. The usual distributed parameter
models are governed by partial differential equations. In
this paper most of the results are stated for abstract dis-
tributed parameter systems. A particular case of linear
DPSs is developed in Section 1.3

An output function y : Z → O = L2(0, T ; Y ) yields
measurements and can be stated in the form

y(t) = y(t, z, z0, Θ), (1)

emphasizing the fact that the output y depends on an initial
state z0. It also depends on time, on the system dynamics
and on a parameter Θ which defines the nature of the mea-
surements. In the case of q sensors, Θ is a vector of 2q+1
components which are q sensor supports, q spatial distri-
butions of the sensors and the number of sensors. Usually,
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the output space is Y = R
q . This will be made precise

later.
Let Q be the operator

Q : z0 ∈ Z → y ∈ O (2)

which maps the state space into the observation space.
The operator Q depends on the output y together with the
system dynamics.

1.1. General definitions. Observability. We have the
following observability definitions as stated in (Amouroux
et al., 1994).

Definition 1. The system (S) augmented with the output
(1) is observable if the operator Q is injective.

So when the system (S) augmented with the output
(1) is observable, a reconstruction of the state may be
possible, and it depends on the dynamics and the output
operators.

Regional observability. For regional observability we in-
troduce the restriction mapping

χω : L2(Ω) → L2(ω) (3)

defined by
χωz = z|

ω
. (4)

Definition 2. The system (S) together with the output (1)
is said to be regionally observable on ω or ω-observable
if the operator

Qω :
{

z0|ω → y,
L2(ω) → O (5)

is injective. The state z0|ω = χωz0 holds for the restric-
tion of z0 to ω. The state z0 is said to be an ω-observable
state.

Remark 1. If the system is observable, then it is ω-
observable for any ω ⊂ Ω.

The above definition means that we are only inter-
ested in the state observation inside the subdomain ω
but not in the whole domain Ω. It is less restrictive than
the previous definition (1). An ω-observable state is a
state which can be regionally reconstructed in the region
ω. Many characterization results and applications were
developed in (El Jai et al., 1995; El Jai et al., 1995).

Sensors. Sensors are intermediaries between a system and
its environment. They are characterized by the geometry
of the supports, the location of the supports and the spa-
tial distribution of the measurement on the support. We

D

Ω

Fig. 1. General sensor structure.

can have many geometries for the supports (circular, rect-
angular, etc.) and many possibilities for their location. As
in (El Jai and Pritchard, 1988), we define the sensor struc-
ture in a DPS as follows.

Definition 3. A sensor C is a couple (D, f), where D
is the geometric support of the measurement and f is the
spatial distribution of the measurement on D. A sensor C
is said to be zonal if D is a nonempty subset of Ω, thus
f ∈ L2(D). It is said to be pointwise if D = {b}, thus
f = δb, where δb is the Dirac mass in b.

Some sensors have structures such that they allow the
system to be observable or regionally observable. Let ω be
a subregion of Ω, ω ⊂ Ω.

Definition 4. A sensor C = (D, f) is said to be ω-
strategic if the observed system is ω-observable.

Remark 2. It is clear that if a sensor is Ω-strategic, then
it is ω-strategic.

When the system is ω-observable, the state recon-
struction may depend continuously or not on the output.
This leads to different degrees of observability and reg-
ularity of the reconstructed state. For linear distributed
systems, the state reconstruction can be done using var-
ious approaches. In (Amouroux et al., 1994), the state
construction is based on pseudo-inverse techniques.

1.2. Regional observation error. The general obser-
vation problem in deciding whether the knowledge of the
output together with the system dynamics makes the state
reconstruction possible. When the system is observable,
the state reconstruction leads necessarily to a reconstruc-
tion error, also called the observation error.

In the usual observation problem, we consider the er-
ror E(z0) defined by

E(z0) = ‖y(t) − ỹ(t)‖2
L2(0,T ;Rq) , (6)

where ỹ holds for the measurement and y for the output.
In our case, the observation error clearly depends on the
target region ω where the state is to be observed together
with the structure and number of sensors. This is why we
introduce the following notation.
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Fig. 2. Definition of the observation error.

The set of regionally observable states in ω is denoted
by

Eω = {ω-observable states} . (7)

The set EΩ stands for the set of observable states (in the
whole domain Ω). The associated observation error is then
denoted by

Eω : z0 ∈ Eω −→ Eω(z0) ∈ R. (8)

The set of regionally observable states in ω when
measurements are obtained by means of one zone sensor
C is denoted by

EC
ω = {ω-observable states by means of the sensor C}.

(9)
The observation error associated with the set (9) is de-
noted by

Eω(·, C) : z0 ∈ EC
ω −→ Eω(z0, C) ∈ R. (10)

When measurements are obtained by k sensors
(Ci)1≤i≤k , we consider the set

EC{1,2,...,k}
ω = {ω-observable states

by means of the sensors

C1, C2, . . . , Ck}.
(11)

The associated observation error is then denoted by

Eω(·, C1, C2, . . . , Ck) :
{

EC{1,2,...,k}
ω −→ R,

z0 −→ Eω(z0, C1, C2, . . . , Ck).
(12)

Property 1 .
(i) For any nonempty region ω, ω ⊂ Ω, we have

EΩ ⊂ Eω. (13)

(ii) For any nonempty region ω and any sequence of zone
sensors (Ck)1≤k≤q , we have

EC�
ω ⊂ EC{1,2,...,k}

ω ⊂ Eω (14)

for all k, �, 1 ≤ � ≤ k and 1 ≤ k ≤ q.

Proof. (i) If a state is observable in the whole Ω, then it is
observable in any subregion ω of Ω, see Remark 1. Then
EΩ ⊂ Eω.
(ii) Let (Ck)k be a sequence of q sensors. Obviously, for
all k, 1 ≤ k ≤ q, k sensors permit to observe more states

than one sensor C�, and thus EC�
ω ⊂ EC{1,2,...,k}

ω . On the
other hand, it is clear that any finite sequence of sensors
does not allow for the observability (or ω-observability) of

all the observable states, and therefore EC{1,2,...,k}
ω ⊂ Eω.

�

Remark 3.
(i) In the case of pointwise sensors, in the above notation
the sensor C is replaced by the location b. The sets given
by (9) and (11) become respectively Eb

ω and Eb1,b2,...,bk
ω .

(ii) In the case of boundary zone (respectively pointwise)
sensors, the notation remains the same except that the sen-
sor supports (resp. locations) are subsets of the boundary
∂Ω of the domain Ω.

The reconstruction method is based on finding a state
z�
0 which realizes

E(z�
0) = inf

z0
E(z0). (15)

Note that the minimum E(z�
0) depends on how the mea-

surements have been considered, i.e., the number and
structure of sensors. Thus we write

E(z�
0) = E(z�

0 , C) (16)

for the observation error depending on the sensor C. Ad-
ditionally, we assume that the mapping C −→ E(z�

0 , C)
is continuous. This means that if the sensor parameters
are slightly modified, then the observation error changes
continuously. In the case of k sensors, i.e., a multi-output
situation, it will be denoted by

E(z�
0) = E(z�

0 , C1, C2, . . . , Ck). (17)

When the sensors are pointwise, we write

E(z�
0) = E(z�

0 , b1, b2, . . . , bk). (18)

The notation remains similar in the boundary case except
that the supports and locations of sensors are subsets of
∂Ω.

In what follows we consider the observation error
function defined by (8), (10) and (12) depending on the
case considered. We assume that the functions E, E(·, C)
and E(·, C1, C2, . . . , Ck) are convex with respect to the ini-
tial state z0. Therefore we immediately have the following
important result.

Proposition 1. Let ω be a given region of Ω. Suppose that
the system (S) with the output (1) is regionally observable
on ω. Then the observation error in ω is lower than that
in the whole domain Ω.
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Proof. Consider the sets Eω and EΩ. Since ω ⊂ Ω, by
Remark 2, any observable state in Ω is observable in ω
and then EΩ ⊂ Eω, because observability implies regional
ω-observability for any ω ⊂ Ω. Therefore,

inf
z0∈Eω

E(z0) ≤ inf
z0∈EΩ

E(z0). (19)

�

Remark 4.
(i) As a generalization of the above result, we can demon-
strate that if ω1 and ω2 are two subdomains of Ω such that
ω1 ⊂ ω2, then

inf
z0∈Eω1

E(z0) ≤ inf
z0∈Eω2

E(z0). (20)

The proof is similar and proceeds by replacing ω by ω1

and Ω by ω2.

(ii) The above result means that the smaller the region
ω where the state is to be observed, the lower the corre-
sponding observation error. The result remains true even
if the region considered is on the boundary ∂Ω, with addi-
tional regularity assumptions.

The regional observation error on ω is assumed to be
convex, and we write

Eω(z�
0) = inf

z0∈Eω

E(z0), (21)

and EΩ(z∗0) = E(z�
0) holds for inf

z0∈EΩ
E(z0).

1.3. Linear case. In order to make the results precise,
consider the particular case where the system (S) is linear
and given by the following abstract state equation:

{
ż(t) = Az(t) + Bu(t), 0 ≤ t ≤ T,
z(0) = z0

(22)

with the output function

y(t) = Cz(t), 0 ≤ t ≤ T, (23)

where C is a linear operator from Z into L2(0, T ; Rq).
Additionally, we assume that the operator A generates
a strongly continuous semigroup (S(t))t≥0 on the state
space Z = L2(Ω) and is self-adjoint with compact resol-
vent. We have u ∈ L2(0, T ; Rp) and y ∈ L2(0, T ; Rq).

When the system (22) is autonomous, (23) yields

y(t) = CS(t)z0 = K(t)z0, (24)

where K is an operator from L2(Ω) into L2(0, T ; Z). The
adjoint K∗ is given by

K∗z∗ =
∫ T

0

S∗(T − s)C∗z∗ ds. (25)

In the linear case, regional observability can be character-
ized by the following property. Consider a given region ω
and the restriction function

χω : z ∈ L2(Ω) −→ χωz = z|ω ∈ L2(ω)

whose adjoint χ∗
ω : L2(ω) −→ L2(Ω) is given by

(χ∗
ωz)(x) =

{
z(x), x ∈ ω,
0, x ∈ Ω \ ω,

where x stands for the space variable depending on the
dimension of the operator domain.

Property 2 .
(i) The system (22) with the output (23) is exactly ω-
observable if

ImχωK∗ = L2(ω). (26)

(ii) The system (22) with the output (23) is weakly ω-
observable if

ImχωK∗ = L2(ω). (27)

In the linear case, the reconstruction operator Qω de-
fined in (5) can be expressed by a pseudo-inverse which
exists in the case of weak ω-observability and which is
continuous in the case of exact ω-observability, see (El Jai
and Pritchard, 1988). Let Kω = χωK . Then it has been
shown that if K∗

ωKω is positive (respectively positive defi-
nite), then the system (22) augmented with the output (23)
is weakly observable (resp. exactly observable), and the
state z0 is given by

z0 = K†
ωy, (28)

where K†
ω is the pseudo-inverse operator of Kω given by

K†
ω = (K∗

ωKω)−1K∗
ω.

From the above, we deduce the following characteri-
zation.

Proposition 2. The system (22) with the output (23) is
exactly ω-observable if there exists ν > 0 such that, for
all z0 ∈ Z = L2(Ω),

‖χωz0‖L2(ω) ≤ ν ‖Kχ∗
ωz0‖L2(0,T ;Z) . (29)

Remark 5. The characterization (29) is more general
than that in which ω = Ω. For this case we can use the
result given in (Curtain and Pritchard, 1978).

Consider a sequence of sensors (Di, fi)1≤i≤q . It is
possible to choose their structure (supports or space dis-
tributions) so as to make them ω-strategic. More pre-
cisely, we have the following results, shown in (El Jai and
Pritchard, 1988).

Proposition 3. For the linear system (22) with the output
(23), if the supports (Di)1≤i≤q of the sensors are given,
there always exist distributions (fi)1≤i≤q such that the
sensors (Di, fi)1≤i≤q are ω-strategic.
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Moreover, we show that for all i, 1 ≤ i ≤ q, the
spatial distribution fi ∈ L2(Di).

Proposition 4. For the linear system (22) with the out-
put (23), if the spatial distributions (fi)1≤i≤q are given,
there always exist locations for the supports (Di)1≤i≤q

with Di ⊂ Ω such that the sensors (Di, fi)1≤i≤q are ω-
strategic.

These results are related to the existence of an ad-
equate location or space distribution for a given type of
measurement that makes the sensors strategic. Recall the
so-called rank characterization of strategic sensors. With
the hypothesis considered, the operator A has a complete
set of eigenfunctions (ϕnj) associated with the eigenval-
ues (λn) where λn is of multiplicity rn. The determi-
nation of the eigenfunctions depends on the form of the
operator domain together with its dimension n, Ω ⊂ R

n.

Proposition 5. The zone sensors (Di, fi)1≤i≤q are ω-
strategic if and only if

1. q ≥ supn rn,

2. rank (Gnγn
ω) = rn, ∀n,

where Gn is the q × rn matrix defined by

(Gn)ij = 〈fi, ϕnj〉L2(Di)
(30)

for i = 1, . . . , q and j = 1, . . . , rn, and

γn
ω = [γn1 γn2 . . . γnrn ]tr

with γni = (γnijk
), j = 1, 2, . . . , and k = 1, . . . , rj ,

γnijk
=

∫
ω

ϕniϕjk
dx. (31)

The above result provides a rank condition which
links the structure, location and number of the sensors to
their possibility of making the system ω-observable. The
above rank condition was extended to unbounded cases
when the sensors are pointwise or located on the bound-
ary (Afifi et al., 2008).

Remark 6. The first condition of Proposition 5 needs
the sensors number to be greater than supn rn. In (El
Jai and El Yacoubi, 1993) it was shown that, using
the results on the eigenvalues multiplicity established in
(Micheletti, 1976), one sensor may be sufficient to ensure
system observability assuming that the space domain Ω is
slightly modified to a domain Ω∗ such that d(Ω, Ω∗) ≤ ε,
where d is the Hausdorff metric and ε is sufficiently small.

2. Sensors and observation error

In this section we consider a distributed parameter system
(S) and we study the observation error with respect to the
sensor structure. The developed approach is inspired by
the regional analysis of DPSs, i.e., when the objective is
only considered in a subdomain of Ω.

If the observation is obtained by means of one zone
sensor C = (D, f), we assume that the output of the sys-
tem (S) is given by

y = yC = 〈f, z〉L2(D) =
∫

D

fz dx, (32)

where z stands for the state of the system (S). In the case
of q sensors, the above output is a vector function with q
components, the i-th component being related to the i-th
sensor.

2.1. Sensor extension. Let ω be a subregion of Ω.
We consider a zone sensor C = (D, f), D ⊂ Ω and
f ∈ L2(D). By analogy to what was considered for ac-
tuators in (El Jai and Hamzaoui, 2008), we introduce the
following definition.

D

D

Ω
ω

Fig. 3. Definition of an extended sensor.

Definition 5. A sensor C = (D, f) is said to be an
extended sensor of C = (D, f), which is denoted by C ≥
C, if the following conditions hold:

1. D ⊃ D.

2. The function f is defined by

f =
{

f on D,
h on D \ D,

(33)

where h is an arbitrary function such that h ∈ L2(D \D).

When a sensor C extends a sensor C, the set EC
ω of

states observable by means of C includes the set EC
ω of

states observable by means of C, cf. Fig. 4.

Remark 7. The above definition of extended sensors
may also be considered by replacing the first condition by

meas(D) ≤ meas(D), (34)

where meas(D) stands for the measure (area) of the sup-
port D.
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Z

Fig. 4. Sets of observable states.

Proposition 6. If a system (S) with the output (32) is ob-
served by means of a sensor C = (D, f), then the output
yC associated with C is equal to the output yC associated
with the extended sensor C = (D, f) with h = 0.

Proof. Suppose that the system (22) is observed by means
of the extended sensor C = (D, f). Then

yC =
∫

D

f(x)z(x) dx

=
∫

D

f(x)z(x) dx +
∫

D\D

f(x)z(x) dx

=
∫

D

f(x)z(x) dx +
∫

D\D

h(x)z(x) dx.

As h = 0 on D \ D, we get

yC(t) =
∫

D

f(x)z(x) dx = yC(t). (35)

Finally, the output (23) is not modified when the system
(22) is observed by means of a convenient extended sen-
sor. �

Corollary 1. If the sensor C is strategic, then so is the
extended sensor C.

Remark 8. The previous result does not always hold if
the extended sensor is defined by means of the measure
extension in Remark 7.

2.2. Observation error and sensor extension. Let ω
be a given subregion of Ω. The notation for the observa-
tion error Eω(z∗0 , C) given by (16) means that the obser-
vation error also depends on the sensor C. Consider the
set EC

ω defined in (9) and the set EC
ω associated with the

extended sensor C = (D, f).

Proposition 7. Assume that the sensors C = (D, f) and
C = (D, f) are ω-strategic. If the sensor C extends the
sensor C, then

Eω(z�
0 , C) ≤ Eω(z�

0 , C), (36)

where Eω(z�
0 , C) is defined as in (16) with the sensor C.

Proof. Since the observation error function Eω is con-
vex, infz0 Eω(z0) = Eω(z∗0) exists. The set Eω of ω-
observable states is a vector subspace and therefore it is
closed. Thus z�

0 ∈ Eω. The state z�
0 is ω-observable us-

ing the sensor C, which implies that it is ω-observable us-
ing the extended sensor C (by Proposition 6). This yields
EC

ω ⊂ EC
ω . Therefore,

Eω(z�
0 , C) ≤ Eω(z�

0 , C).

�
This result means that the observation error can be re-

duced only by extending the support of the measurements.
Consider now the case where the measurements are ob-
tained by means of a sequence of sensors (Ci)1≤i≤q =
(Di, fi)1≤i≤q .

Corollary 2. Let (Ck)k≥1 be a sequence of ω-strategic
zone sensors. If for all k, 1 ≤ k ≤ q, the sensor Ck+1 =
(Dk+1, fk+1) extends the sensor Ck = (Dk, fk), then we
have

Eω(z�
0 , Ck+1) ≤ Eω(z�

0 , Ck), ∀k ≥ 1. (37)

The proof can be easily deduced from Proposition 7.

3. Number of sensors

In the previous section we have shown that it is possible to
reduce the observation error only by extending the support
of the measurements. In this section we will see that the
number of sensors has the same effect on the observation
error.

D1
Ω

ω
DqD3

D2

Fig. 5. Zone ω-strategic sensors.

3.1. Number of sensors and the observation er-
ror. Consider a distributed system (S) augmented with
an output given by means of q zone ω-strategic sensors
(Ci)1≤i≤q = (Di, fi)1≤i≤q such that Di ⊂ Ω and fi ∈
L2(Di) for i = 1, . . . , q. Let Eω(z�

0) be the observation
error defined in (21). We also assume that if, for some
i and j, 1 ≤ i, j ≤ q, the sensor supports are such that
Di ∩Dj 
= ∅, then fi = fj on Di ∩Dj . Thus we have the
following important result.

Proposition 8. Assume that, for any �, 1 ≤ � ≤ q,
the system is ω-observable by means of � sensors. Then
the observation error decreases when the sensors number
increases.
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Proof. Let the maximum number of sensors be q. As-
sume first that the system is observed by means of one
ω-strategic sensor C1 = (D1, f1).

If we consider a second ω-strategic sensor C2 =
(D2, f2), then the system is observed by means of two
ω-strategic sensors. Now consider the two sensors C and
C as follows:
(i) C = (D, f) such that

D = D1 and f = f1, (38)

(ii) C = (D, f) such that

D = D1 ∪ D2 and f =
{

f1 on D1,
f2 on D2.

(39)

The sensors C and C are ω-strategic and, obviously,
C extends C. Then, by Proposition (7), we have

Eω(z�
0 , C) ≤ Eω(z�

0 , C)

or, equivalently,

Eω(z�
0 , C1, C2) ≤ Eω(z�

0 , C1). (40)

Suppose now that the system is observed by means of
k zone sensors (Ci = (Di, fi))1≤i≤k assumed to be ω-
strategic and such that

Eω(z∗0 , C1, C2, . . . , Ck) ≤ . . .
≤ Eω(z∗0 , C1, C2)
≤ Eω(z∗0 , C1).

(41)

Consider an additional sensor Ck+1 = (Dk+1, fk+1) and
the following two sensors:
(i) C = (D, f) such that

D =
k⋃

i=1

Di and f =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

f1 on D1,
f2 on D2,
...

fk on Dk,

(42)

(ii) C = (D, f) such that

D =
k+1⋃
i=1

Di and f =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

f1 on D1,
f2 on D2,
...

fk+1 on Dk+1.

(43)

Thus sensors C and C are ω-strategic and C extends
C. By Proposition (7) we have

Eω(z∗0 , C1, C2, . . . , Ck+1) ≤ Eω(z∗0 , C1, C2, . . . , Ck).
(44)

Finally,

Eω(z∗0 , C1, C2, . . . , Ck+1) ≤ Eω(z∗0 , C1, C2, . . . , Ck)
≤ . . .

≤ Eω(z∗0 , C1, C2)
≤ Eω(z∗0 , C1).

(45)

The inequality (45) shows that the observation error ob-
tained by means of k + 1 sensors is lower than that ob-
tained with k sensors, and so on, and it is lower than that
obtained by one sensor. �

3.2. Active sensors statement. We consider a dis-
tributed parameter system (S) augmented with an output
expressed by means of ω-strategic zone sensors. We as-
sume that the maximum number of sensors is equal to q.
Some of the sensors can be active and then the others are
inactive. We also assume that if the sensor supports are
such that Di ∩ Dj 
= ∅, then fi = fj in Di ∩ Dj .

We consider the parameter vector x = (x1, . . . , xq)
given by

xi =
{

1 if the i-th sensor is active,
0 otherwise,

(46)

and we define the observation error function in the follow-
ing form:

Eq
ω(z�

0) =
q∑

i=1

xiEω(z�
0 , Ci), (47)

where Eω(z�
0 , Ci) is the regional observation error due to

the sensor Ci as defined in (16). When k sensors are active
for all 1 ≤ k ≤ q, the parameter x satisfies

q∑
i=1

xi = k (48)

and the error (47) is denoted by Ek
ω(z�

0).
Now we are interested by the evolution of the ob-

servation error (47) with respect to the number of active
sensors.

Remark 9. It is clear that, for i 
= j, the set of ω-
observable states by means of a sensor Ci may be different
from the set of ω-observable states by means of a sensor
Cj , see Fig. 6.

Z

Fig. 6. Different sets of ω-observable states.

Proposition 9. When the number of active sensors in-
creases, the observation error (47) decreases.
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Proof. In much the same way as in the proof of Proposi-
tion 8, we can show that, by successively activating addi-
tional sensors, the observation error decreases. At Step k
we activate k sensors and at Step (k+1) we activate k+1
sensors. When k sensors are active, the parameter x satis-
fies

q∑
i=1

xi = k,

and when k + 1 sensors are active, we have

q∑
i=1

xi = k + 1.

Then it is clear that, for all k,

Eω(z�
0 , C1, C2, . . . , Ck+1) ≤ Eω(z�

0 , C1, C2, . . . , Ck),

and therefore

Ek+1
ω (z�

0) ≤ Ek
ω(z�

0). (49)

�

Remark 10.

• The above result means that for reducing the observa-
tion error one have to activate all the sensors (whose
maximum number is q).

• The previous proposition is general but does not take
into account the case where the number of active sen-
sors increases by activating different sensors from
the first ones. Obviously, there exists a combina-
tion which can lead to the smallest error. This will
depend on the system considered and can be found
using simulation tests.

• The previous result is also true in the case of point-
wise and boundary active sensors.

• All the previous results can be extended to the case
of a regional boundary observability problem, i.e.,
when the region ω is a part of the boundary ∂Ω.

3.3. Pointwise sensors. In this section we consider the
problem of the observation error in the case of pointwise
sensors assumed to be ω-strategic, and we study the rela-
tion between zone and pointwise sensors. Let us consider
the pointwise sensor Cb = (b, δb) as given in Definition 3
and denote by Eω(z∗0 , b) the associated observation error.
In a complete metric space, the pointwise sensor location
b satisfies

{b} =
⋂
i≥1

Di, (50)

where the closed sets (Di)i≥1 can be considered as the
supports of zone sensors (Ci)i≥1 satisfying, for each i,

Ci+1 ≤ Ci. (51)

This means that the sensor Ci extends the sensor Ci+1, for
all each i. The sensor supports (Di) are spatially shrink-
ing and converging to b as i → ∞. The sensors are de-
fined by couples Ci = (Di, fi), cf. Definition 3. Ad-
ditionally, a hypothesis which is consistent with physical
consideration is that a pointwise sensor is considered as a
zone sensor with a very small support. Thus we assume
the zone sensors spatial distributions (fi) to be such that
limk→+∞ Ck = Cb. Mathematically speaking, it can be
stated by considering the Hausdorff distance on a conve-
nient topological space, but this is not the purpose of the
paper.

Proposition 10. Let Eω(z∗0 , b) denote the observation er-
ror related to the pointwise sensor (b, δb) and Eω(z�

0 , Ck)
denote the observation error related to the zone sensors
Ck assumed to satisfy (51). Then we have

Eω(z∗0 , b) = lim
k→+∞

Eω(z�
0 , Ck). (52)

Proof. Since the sensor Ck extends the sensor Ck+1, for
each k ≥ 1, from Proposition 7 we have

Eω(z�
0 , Ck) ≤ Eω(z�

0 , Ck+1), ∀k ≥ 1. (53)

Moreover, for each k, b ∈ Dk+1 the support of the sensor
Ck+1, and thus

0 ≤ Eω(z�
0 , b) ≤ Eω(z�

0 , Ck), ∀k ≥ 1. (54)

We have Dk → {b} as k → ∞, and using the assumption
that Ck → Cb as k → ∞ and the continuity of C −→
Eω(z�

0 , C), we obtain

Eω(z�
0 , b) = lim

k→+∞
Eω(z�

0 , Ck). (55)

�
The observation error related to a pointwise sensor

can be considered as the limit of the observation errors of
shrinking zone sensors. This also shows that the observa-
tion error related to the pointwise sensor can be estimated
by considering a convenient zone sensor and the associ-
ated observation error. Thus, with Proposition 7, we have
the following result.

Proposition 11. Assume that there exist q pointwise
sensors located at points b1, b2, . . . , bq, and denote by
Eω(z�

0 , b1, b2, . . . , bk) the observation error when the sys-
tem is observed by k pointwise sensors. Then we have

Eω(z�
0 , b1, b2, . . . , b�) ≤ Eω(z�

0 , b1, b2, . . . , bk) (56)

for all k, � , 1 ≤ k ≤ � ≤ q.

This result extends naturally the previous results on
zone sensors showing that, even in the pointwise case, the
observation error decreases when the number of sensors
increases.
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Ω

ω
b1

bqb3

b2

Fig. 7. Illustration of Proposition 11.

Remark 11. Combining the results of Propositions 8 and
11, we see that an observation error function can be re-
duced by increasing the total amount of space used for ob-
serving the system, both in the pointwise and zone cases.

3.4. Boundary sensors. The previous results can be
extended to the case where the sensors are located on a
regular boundary ∂Ω of the domain Ω. As shown in Fig. 8,
the sensors may be zonal or pointwise.

Ω
Γ1

Γ2

Γ3
Γq

ω

b1

b2

b3

bq

Ω
ω

Fig. 8. Boundary zone and boundary pointwise sensors.

In the case of q boundary zone sensors (CΓ
k )1≤k≤q ,

where CΓ
k = (Γk, fΓk

), Γk ⊂ ∂Ω and fΓk
∈ L2(Γk), the

observation error function defined in (21) is denoted by
Eω(z�

0 , Γ1, Γ2, . . . , Γq) and depends on to the number of
sensors. Similarly to the case of internal zone sensors, we
can prove the following result.

Proposition 12. If the number of boundary zone sensors
increases, the observation error Eω(z�

0 , Γ1, Γ2, . . . , Γk)
decreases.

When the sensors are pointwise and located on the
boundary ∂Ω, we denote by (bΓ

i , δbi) the boundary point-
wise sensor where bΓ

i ∈ ∂Ω for 1 ≤ i ≤ q and assume
that they are ω-strategic.

For 1 ≤ i ≤ q we consider the location bΓ
i of the i-th

sensor. Assume that

{
bΓ
i

}
=

⋂
k≥1

Γk
i , (57)

where the closed sets Γk
i ⊂ ∂Ω satisfy Γk+1

i ⊂ Γk
i and can

be considered as the supports of boundary zone sensors
satisfying, for each k,

CΓ
k+1,i ≤ CΓ

k,i. (58)

This means that CΓ
k,i extends CΓ

k+1,i, for each i. The sensor
supports (Γk

i ) are spatially shrinking and converging to bΓ
i

as k −→ ∞. Thus we have the following result.

Proposition 13. For each i, 1 ≤ i ≤ q, let Eω(z�
0 , bΓ

i ) de-
note the observation error related to the boundary point-
wise sensor (bΓ

i , δbi), and Eω(z�
0 , CΓ

k,i) denote the obser-
vation error related to the boundary zone sensors (CΓ

k,i)
assumed to satisfy (58). Then we have

Eω(z�
0 , bΓ

i ) = lim
k→+∞

Eω(z�
0 , CΓ

k,i). (59)

The above results can be proved in the same manner
as in the internal case because no additional assumption on
the state regularity is needed. Finally, the obtained results
show that, in all cases, by increasing the number of sen-
sors or the sensor support area we can improve the quality
of the observations.

4. Conclusion

We have studied the relation between the observation er-
ror function and the structure and number of sensors for
general distributed parameter systems. The space variable
allows us to explore the structure and number of sensors
in both internal and boundary cases. By introducing the
notion of sensor extension, we proved an intuitive result
which stipulates that when the support of an ω-strategic
sensor is widened, the observation error decreases. The re-
sults were demonstrated for general classes of distributed
systems, and since the 1980s these results have been nu-
merically tested on various examples but never rigorously
proved. The case where the number of sensors increases
by considering different combinations of sensors will be
inrestigated in a future paper.
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