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The paper describes the application of the traffic engineering framework together with application layer procedures as
mechanisms for the reduction of network latency lags. These mechanisms allow using standard and inexpensive hardware
and software technologies typically applied for office networking as a means of realising networked control systems (NCSs)
with high dynamic control plants, where a high dynamic control plant is the one that requires the sampling period several
times shorter than communication lags induced by a network. The general discussion is illustrated by experimental results
obtained in a laboratory NCS with the magnetic levitation system (MLS), which is an example of a structurally unstable
plant of high dynamics.
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1. Introduction

In the last decade we have been observing a growing in-
terest in design and implementation methods for NCSs
(Zurawski, 2009). Typically, in an NCS, a plant is control-
led or monitored by a remote computer system connected
with the plant via a communication channel performed by
a computer network (Hristu-Varsekelis and Levine, 2005).
This architecture of the control system differs significan-
tly from the classical one, where all system components
are attached directly to the control plant and exchange da-
ta using some wiring system. NCSs gain popularity due
to the fact that they can be implemented more cost effec-
tively and can provide extended functionality compared
with classical control systems. In particular, NCSs allow
designing and implementing systems with gradual degra-
dation, which is necessary in the case of many industrial
control plants.

The application of computer networks for da-
ta exchange in automated production systems is not
a new idea and during the last decades several indu-
strial standards of computer networks have been deve-
loped. Industrial networks are typically based on asyn-
chronous links (fieldbus) or technologies developed for
specific areas. In this last category we have Profibus
(Mitchell, 2004), ProfiNET (Nutzerorganisation, 2006),
CAN (Pfeifer et al., 2003), ARINC (ARINC, 1990),
WorldFIP (http://www.worldfip.org, n.d.), and

many others.
The most important feature of these industrial ne-

tworks is that they guarantee bounded transmission de-
lays. However, NCSs based on industrial standards suffer
from some disadvantages, like high installation and ma-
intenance costs, excessive weight of physical links, and
difficulties with scalability and redundancy. One of the so-
lutions enabling partial avoidance of these problems is the
application of standard, inexpensive, easy to purchase and
replace devices typically used for office networking. They
employ the Ethernet which currently dominates general
networking and may become an industrial standard in the
near future (Nutzerorganisation, 2006; Decotignie, 2005).

It is well known that incorrect operation of a control
system due to some hardware failure can be dangerous or
even catastrophic. Therefore, in order to increase the re-
liability of computer controlled systems, redundancy re-
alised by the duplication or multiplication of sensors, ac-
tuators and selected processing units is applied, especially
in the case of systems responsible for controlling critical
processes.

In network-based control systems the situation is ad-
ditionally complicated by the possibility of network fa-
ilures and stochastically time-varying transmission de-
lays introduced into feedback loops by a network. Hence,
the resiliency of communication is crucial for satisfactory
operation of these systems. It is obvious that the multipli-
cation of communication links is not sufficient to assure
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a proper operation of NCSs and should be complemented
by suitable traffic engineering and some procedures at the
application level. While there is a need to keep network in-
troduced delays below a certain bound, traffic engineering
is uncomplicated when using point-to-point links, more
complicated when using shared media, and quite complex
in the case of wireless links prone to collisions, noise and
interferences.

In the paper only an application and network level
resiliency are considered. The physical (i.e., modulation
and coding) and data link (frames and MAC procedures)
layers1 are defined by the appropriate standards and the-
refore cannot be easily altered. The significant influence
of the link layer on latencies cannot be exploited in practi-
se due to limitations of available hardware, firmware, and
drivers. In particular, the implementation of the advan-
ced 802.11e substandards like burst acknowledgements,
no acknowledgements and HCF2 is extremely seldom, and
software support for wider deployed WMM3 extensions is
manufacturer dependent.

From the above discussion it follows that, in order
to enhance the robustness of an NCS against network in-
duced delays, an appropriate method of controller design
should be supplemented by some methods of traffic en-
gineering. The efficiency of this approach has been veri-
fied experimentally in our NCS with the MLS, which is
an example of a structurally unstable and relatively fast
control plant. These properties of the control plant cause
that the sampling period used by a discrete-time control-
ler must be several or even tens of times shorter than the
delays introduced by the computer network into the feed-
back loop.

A result of this requirement was our choice of the
method used for controller design. Namely, we applied
a recently developed approach based on state prediction
of the discrete-time linear model of the control plant (Liu
et al., 2005; 2007; Yang et al., 2005). This approach be-
longs to the class of methods exploiting a deterministic
mathematical model of the plant. In this class we also ha-
ve the well-known model-based approach developed by
Montestruque and Antsaklis (2003; 2005). From our point
of view the main difference between these two methods is
that the first one is well suited for problems requiring effi-
cient compensation of network introduced delays, while
the second one is oriented towards increasing the sam-
pling period and, as a consequence, the reduction in the
bandwidth required for stable operation of an NCS. In our
application the control plant is unstable and of high dy-
namics, and thus we have to use a rather short sampling
period to obtain satisfactory behaviour of the network ba-

1This assumption includes the case of real-time versions of Ethernet.
2HCF: Hybrid Coordination Function, a specification that distingu-

ishes normal and prioritised (without contention) access to the medium.
3WMM: Wireless MultiMedia Extensions, a specification that allows

distinguishing classes of service in wireless transmission.
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Fig. 1. Probability density functions of the RTT obtained in the
laboratory network.

sed closed-loop system with variable delays several times
longer than the sampling period. Hence, in our NCS, we
implemented a remote controller designed using the first
of the two aforementioned methods. The predictive con-
troller implemented in the application layer was comple-
mented by traffic engineering mechanisms developed re-
cently by Morawski (2005; 2006b; 2007a; 2007b) and im-
plemented in the network layer. It is worth adding that
our experimental NCS was assembled from standard in-
expensive network components typically used for office
networking.

Summing up, the main goal of our research reported
here is to demonstrate that the predictive control approach
combined with appropriate traffic engineering mechani-
sms allows designing a robust NCS with the control plant
of high dynamics and that such an NCS can be realised
using general purpose network devices.

The organisation of the paper is as follows: in Sec-
tion 2, delays introduced by the computer network are di-
scussed, Section 3 describes other components of the link
cost, in Section 4 the compensation of network introduced
delays in the application layer is presented together with
experimental results illustrating the properties of the labo-
ratory NCS with the MLS. Section 5 presents an approach
to network layer compensation of latencies, and Section 6
contains conclusions.

2. Network introduced delays

In classical networks (or high performance networks), the
quality of the link (i.e., the cost of the link) is described by
its existence only or by its physical bandwidth (discussed
in the next section) or delay. Forwarding packets based on
the principle of minimum delay is proven (Gallager, 1977)
to be optimal. Unfortunately, the information about delays
is always outdated and former approaches exploiting this
rule have failed (Khanna and Zinky, 1989).
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Fig. 2. RTTs time series in the laboratory network.

In many publications (e.g., Stallings, 2002), inevi-
table data transmission latencies introduced by computer
networks are modelled statistically by some well-known
distributions like exponential, Poisson, Pareto, gamma,
Erlang, etc. Such models can be accepted in the case of
the Internet network, where the main source of delays are
queues in intermediate nodes. In the real-time traffic gene-
rated by NCSs, especially those using wireless channels,
the significant influence of the media access procedure
and Layer 2 retransmissions can be observed, and expe-
rimentally obtained latency distributions cannot be appro-
ximated by aforementioned models. This observation was
confirmed by a number of experiments performed in our
laboratory (Morawski, 2006a).

Figure 1 presents probability density functions
(PDFs) of round trip times (RTTs) obtained by measure-
ments in the network with Access Point 802.11bg without
the ‘e’ extension, two Ethernet switches and the PIX fi-
rewall in an open (i.e., not dedicated) network. The three
depicted graphs correspond to three independent measu-
rements performed in three short time intervals shifted by
about 15 minutes one from another. Figure 2 presents the
same RTT data as discrete-time functions. The considera-
ble increase in RTTs during the first measurement (solid
line) can be interpreted as the effect of an unidentified traf-
fic in the shared network or disturbances. It is necessary to
notice that the reduction of the sampling period can indu-
ce a significant increase in delays due to retransmissions,
a contention procedure for media access control and buf-
fering in network card drivers (see Fig. 8). These pheno-
mena are exceptionally important for wireless media, but
the problem exists in any shared media.

The problem can be diminished using multiple trans-
mission channels and suitable traffic engineering mecha-
nisms (Morawski, 2005), where link costs (delays) are
considered uncertain numbers. From the above discus-
sion it follows that the selection of the sampling period

in network based control systems requires additional ana-
lysis compared with that performed (Åström and Witten-
mark, 1997; Wang and Liu, 2008) in the case of classical
computer controlled systems.

It is worth mentioning here that in our experiments
we applied general-purpose inexpensive hardware typi-
cally used for office networking, and the ultimate goal
of our research was to investigate if the application of
such hardware enables successful deployment of NCSs
with high dynamic controlled plants. In our experimental
NCS as a plant there served an MLS, which is a structu-
rally unstable system of high dynamics. From analytic de-
liberations and simulations of the stand-alone closed-loop
control system with MLS it follows that stable operation
of this system requires frequent sampling of the measured
output and fast floating point computations of the control
feedback. Hence, the compensation of the influence ne-
twork introduced delays is critical for proper operation of
an NCS with an MLS. Taking into account results concer-
ning network introduced delays and requirements regar-
ding the choice of the sampling period for digital control
of the MLS, we have concluded that the statistical appro-
ach to the design of network based controllers for the MLS
is less useful than the predictive control approach descri-
bed by Liu et al. (2005; 2007) and Yang et al. (2005).

3. Other components of the link cost

The quality of a transmission path (metric) is always a sca-
lar function of attributes of all links that belong to the path.
For every link, some number of attributes can be defined.
Some of them have technical character, some others—
non-technical. To the last category belong policies and
preferences which are only in the BGP protocol (Zhang
and Bartell, 2004), and therefore they are not considered
in our paper.

Although latency is the most obvious technical link
quality measure (or attribute), especially for control appli-
cations, there exist others. Most popular, but practically
unusable in our area of applications, is a bandwidth. The
bandwidth (physical layer bit rate transmission) is signi-
ficantly higher than a throughput (transport or application
layer link speed), and the ratio depends on several factors
like the media access procedure, the noise level, the num-
ber of stations competing for the channel access, etc., so it
is too viable.

Another useful link metric vector components are the
loss ratio including the drop ratio, that is a result of queu-
es exhaustion, the real loss ratio that is a result of destruc-
tion of packets due to noise or interferences, the power
necessary to transmit data, reliability, load, etc. (Willig
et al., 2005). However, it is necessary to note that none
of the link cost components is independent of others. The-
se kinds of link attributes are especially useful when end
or intermediate nodes are controlled by microcontrollers.
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In this case, the queueing of messages (main source of de-
lays in traditional networks) is practically impossible due
to resource limitations.

4. Application layer compensation

As mentioned in Section 1, we consider the NCS with the
MLS which is an example of a control plant of high dy-
namics. It is well known (Khalil, 1996) that this control
plant can be described by the non-linear state model, but
our former results (Lewandowski, 2003; Morawski and
Zajączkowski, 2005) show that, for the design of a state
feedback controller responsible for the stabilisation of the
MLS at the selected operating point, the linear state mo-
del obtained using Taylor’s linearisation of the non-linear
state and output equations is sufficiently accurate. Hen-
ce in the sequel we consider a discrete-time, linear, time-
invariant control plant modelled by the following state and
output equations:

x((k + 1)Δ) = Ax(kΔ) + Bu(kΔ), (1a)

y(kΔ) = Cx(kΔ), (1b)

where x(kΔ) ∈ X = R
n is the state vector, u(kΔ) ∈

U = R
m is the vector of control inputs, y(kΔ) ∈ Y = R

p

is the vector of measured outputs, A, B, C are matrices
of suitable dimensions and Δ is the sampling period.

Further we assume that the model of the plant is com-
pletely reachable and completely observable (Åström and
Wittenmark, 1997). In other words, we assume that the
pair (A,B) is completely reachable and the pair (A,C)
is completely observable. From the first assumption it
follows that using the pole shifting method or linear-
quadratic optimal control theory (Åström and Witten-
mark, 1997), we can design a linear state feedback

u(kΔ) = Ksx(kΔ), Ks ∈ R
m×n (2)

such that the closed-loop system

x((k + 1)Δ) = (A + BKs)x(kΔ) (3)

is asymptotically stable with desired dynamic properties.
The second assumption guarantees that we can de-

sign a Luenberger observer (Åström and Wittenmark,
1997) which estimates the state vector of the plant on
the basis of the measured output and control input. Fur-
ther, we consider the implementation problem of the con-
trol law (2) using an NCS (Hristu-Varsekelis and Levi-
ne, 2005; Wang and Liu, 2008) shown in Fig. 3.

A networked control system consists of a plant, con-
troller and a computer network across which all sensor
and actuator data must be sent (Hristu-Varsekelis and Le-
vine, 2005). In this system, the plant is equipped with
some computer responsible mainly for sending and rece-
iving data to and from a remote controller using a com-
munication channel provided by the computer network.
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Fig. 3. One channel closed-loop NCS.

If a computer network is used to exchange informa-
tion between the local computer and the remote controller,
then some transmission delays are introduced into the fe-
edback loop. We distinguish two transmission delays: the
sensor to controller delay τsc and the controller to actu-
ator delay τca, and we assume that there exist nonnegative
integers (Liu, Xia and Rees, 2005; Liu et al., 2007; Yang
et al., 2005) nsc and nca such that the total transmission
delay τsa = τsc + τca satisfies the inequality

0 < τsa < Δnsa, (4)

where nsa = nsc + nca

Remark 1. The delay τca includes the time spent by the
remote controller on the execution of the control algori-
thm.

The second assumption concerning the operation of
the network is as follows: the number of lost packets on
the route from the plant to the controller and on the route
from the controller to the plant is less than nsc and nca,
respectively. This assumption is required for the stability
proof of the NCS (Liu et al., 2005; 2007).

The controller operates in the event driven mode.
This means that a control algorithm is started when the
new packet with measured data is received. Sensors work
in the clock (time) driven mode, that is, samples of the
measured output signals are computed at the time instants
tk = kΔ, k ∈ Z, Z being the set of integers. Actuators
operate both in the clock and event driven modes. This
means that control values are received when a packet from
the controller arrives and the new control value is applied
in the immediate sampling instant.

Let Tk = [tk, tk+1). In this time interval the local
computer can receive zero, one or more (at most nsa) data
packets with the new values of the control input. If during
this interval no packet arrives, then the preceding value of
the control input will be applied in the next time interval
Tk+1 = [tk+1, tk+2). If in the interval Tk the local com-
puter receives more than one data packet with the control
values, then the most recent value will be applied and ear-
lier (i.e., based on the earlier sample, not received earlier)
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values will be neglected. These scenarios are illustrated in
Fig. 4.

Suppose now that on the basis of the plant model
(1) the linear state feedback (2) was designed. If this con-
trol law is used in the NCS in which random time-varying
transmission delays occur, then control values are applied
with the delay r(k) which takes values from the set

R = {1, 2, . . . , nsa}. (5)

Note that r(k) ∈ R corresponds to the time instant
tk = kΔ and to the sample y(kΔ) of the output. It is easy
to see that the best situation occurs when r(k) = 1, but
even in this case the application of the new control value
by the actuator is delayed. If in an NCS no mechanisms
exist responsible for the compensation of the influence of
the random delays introduced by the network, then the be-
haviour of the closed-loop system degrades significantly
and in some cases such a system can suffer from stability
loss. Hence, the compensation of the influence of this de-
lay phenomenon belongs to the most important problems
encountered in the area of network based control systems.

As mentioned above, the remote controller should be
equipped with some mechanism compensating the influ-
ence of the transmission delays introduced by the com-
puter network. One of the mechanisms proposed recently
(Liu et al., 2005; 2007; Yang et al., 2005) is the method
of prediction described shortly in what follows.

Consider the NCS depicted in Fig. 3 and assume that
the local computer has a buffer for storing a finite number
of control values. Assume also that the remote control-
ler stores the model of the plant represented by the triple
(A,B,C).

Suppose that the controller received the sample
x(kΔ) of the plant state together with the time stamp k
corresponding to this sample.

If we know the state x(kΔ), then using (2) we can
compute the control value u(kΔ). The next predicted va-
lue x̂((k + 1)Δ) of the state can be computed according
to the equation

x̂((k + 1)Δ) = Ax(kΔ) + Bu(kΔ). (6)

Applying (2) again we obtain the predicted value
u((k + 1)Δ) of the control signal

u((k + 1)Δ) = Ksx̂((k + 1)Δ). (7)

Repeating these computations nsa − 1 more times
with a respective exchange of arguments gives the last pre-
dicted values of the state and control

x̂((k + nsa)Δ) = Ax̂((k + nsa − 1)Δ)
+ Bu((k + nsa − 1)Δ), (8a)

u((k + nsa)Δ) = Ksx̂((k + nsa)Δ). (8b)

As a result, we obtain the finite sequence of control
values u(kΔ),u((k + 1)Δ), . . . ,u((k + nsa)Δ).

This sequence with the first element omitted and the
corresponding time stamp k attached is sent via the com-
puter network to the local computer. This computer com-
pares its current discrete time with the received time stamp
and computes the value of r(k). From the control sequen-
ce, the element of the index r(k) is selected and applied
in the immediate sampling instant (Fig. 4).

It is easy to notice that the linear control (2) is based
on the assumption that the entire state vector is available
for measurement. In many control plants encountered in
practice, one can measure only the output of the plant, as is
the case with our laboratory MLS, where only the ball po-
sition (the height of levitation) is measured (Morawski and
Zajączkowski, 2005; 2007a; Lewandowski, 2003). In such
a situation the control law (2) cannot be realised directly
and should be supplemented by some state estimation me-
chanism. In the case of deterministic linear systems, the
well-known and efficient method of state estimation is the
application of the full-order Luenberger observer (Åström
and Wittenmark, 1997) described by the discrete-time sta-
te equation of the form

xo((k + 1)Δ) = Axo(kΔ) + Bu(kΔ)
+ Ko(y(kΔ) − Cx(kΔ)),

(9)

where xo ∈ R
n is the state of the observer and Ko ∈

R
n×p is the gain matrix.

This type of observer was used by Liu et al. (2005;
2007) in their discussion concerning predictive approach
for the design of stable network based control systems and
was implemented in our remote controller of MLS.

The experimental MLS described by Lewandowski
(2003) as well as Morawski and Zajączkowski (2007a;
2007b) consists of an iron ball suspended under an electro-
magnet supplied by the voltage controlled power source.

It is well known (Khalil, 1996) that the dynamics of
this system can be described by a non-linear state equation
in which the ball position, ball velocity and the current of
electromagnet winding are the state coordinates, and the
output voltage of the power source is the control input. In
our system the ball position is the only measured quantity,
so our system belongs to the class of non-linear single in-
put single output (SISO) systems with control appearing
linearly (Morawski and Zajączkowski, 2005). Taylor’s li-
nearisation of this system at a selected operating point gi-
ves a linear time-invariant SISO continuous-time system
with one positive real eigenvalue. To be more specific, the
eigenvalues of our laboratory MLS are 74,−58.5,−145.
Hence this system is unstable and of high dynamics.

The experimental MLS is connected to a typical PC
(local computer) that reads data from the height sensor and
controls the voltage applied to the winding of the electro-
magnet. The height of levitation is measured by the optical
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Fig. 4. Possible scenarios of the packet arrival in the interval Tk: no packet with control data is received in the specified interval (a),
two packets with control data are received in the same interval (b), an order of the packet arrival is irrelevant (c).

sensor connected to a 12-bit AD converter. The local com-
puter sends to and receives data from the remote compu-
ter system responsible for the computation of the control
values. These two computers exchange data via a compu-
ter network using UDP packets. The local computer sends
packets at the rate of 1024 packets per second. Each pac-
ket contains the sample of the height of levitation, the cor-
responding time stamp and the respective control value,
so the size of this packet is 40B, which gives the required
throughput of 688128 bps for the Ethernet network.

The packets produced by the remote controller are
asynchronously sent to the local computer and can be con-
sidered responses to the packets containing samples of the
plant output. Each packet sent by the remote controller
contains a copy of the respective time stamp and the finite
sequence of 11 control values computed according to the
method of prediction as described earlier. From this it fol-
lows that the size of the UDP packet is 72 B, which results
in the throughput estimate of 901120 bps. The estimates
of throughput are sufficient to perform data transmission
using typical modern Ethernet or WiFi networks, though
in the case of WiFi the communication is half duplex and
additional time for a media access procedure is necessa-
ry. The local computer evaluates the difference between
its current time and the received time stamp. This quantity
interpreted as the round trip time is expressed in millise-
conds and used as an index needed for the selection of the
suitable element from the received sequence of control va-
lues.

Figure 6 presents the graphs of the ball position when
the network based control loop uses the Ethernet and Wi-
Fi networks, respectively. The results of the operation of
network based systems are compared with that of a stan-
dalone system. It is worth explaining here that the con-
trol algorithm performed by the standalone system does
not contain the full-order observer and that the state vec-
tor is estimated using discretised linear state equations of
the plant. As can be seen in Fig. 6, this method of state
estimation is of rather poor quality and in network based
systems was replaced by a full-order Luenberger observer
possessing well-known filtering capabilities 4.

4The implementation of the observer on a local computer is impos-

Figure 5 shows the subsequent delays seen by the ac-
tuator.
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Fig. 5. RTT seen by the actuator.

5. Network layer compensation

The described method of network induced delays compen-
sation has limited capabilities because, while increasing
nsa, the quality of prediction and plant state estimation
performed by the observer degrades significantly. Altho-
ugh theoretically nsa ∈ N can take any value, in prac-
tice this number must be limited due to the inaccuracy
of plant modelling, and in the case of our MLS it sho-
uld take values in the interval [1, 15]. Usually, occasional
violation of this limit does not result in system misbeha-
viour, but in the case of bursty delays of losses of data se-
ries a system failure is practically unavoidable. Therefore,
network layer compensation should be applied as a com-
plementary mechanism. In our paper we neglect the im-
portant problem of proper queueing in terminal and in-
termediate nodes, although the effect of this phenomenon
can be extremely dangerous (see Fig. 8). We refer the in-
terested reader to the appropriate literature (e.g., Grzech,
2002). Here we shortly describe another method (Moraw-

sible due to resource limitations, especially the lack of a floating point
unit.
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Fig. 6. Effect of application layer compensation in the MLS. Top panels: without compensation, bottom panels: with compensation.
Left panels: Ethernet only based network, right panels: mixed Ethernet/802.11 network. Better operation of the NCS in (c)
is the result of using the full-order observer for state estimation in Ethernet based systems. A WiFi based controller without
compensation does not work at all (b).

ski, 2005; 2006b; 2007a; 2007b). of the utilisation of mul-
tiple channels, which alleviates both queueing and media
access lags.

As mentioned in Sections 2 and 3, the quality of links
can be expressed as overall latencies of transmission by
particulars links. These latencies are highly variable quan-
tities and constitute the sum of propagation, transmission,
media access, processing and queueing times. The propa-
gation, transmission and processing times are less or more
constant, while the remaining ones are not. Therefore, we
use the queue size only (and the remaining constant times)
as an input variable η(s) of a simple first order filter:

ξ(s + 1) = αη(s) + (1 − α) ξ(s), (10)

where s is an integer that describes the subsequent time
instants and ξ(s) is a “smoothed” η(s). The value of η(s)

can be considered a temporary cost of the link 5. This cost
can be defined arbitrarily, but taking into account Gal-
lager’s principle (Gallager, 1977) we decided to define
η(s) = d+ q(s)/tr, where q(s) is the link queue length at
time instant s, tr is the depletion ratio, and d is constant
(propagation and processing times). Note that the media
access time influences q(s) exactly in the same way as
enqueuing packets (if no packets are dropped). Therefore,
q(s) can be considered a congestion indicator. This ap-
proach is similar to the one applied in TCP FAST (Wei
et al., 2006). Additionally, we take into consideration the

5Note that the cost of a link is typically some constant, but in the
solution presented here it is highly varying (Fig. 9).
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dynamics of ξ(s):

v+(s + 1) = β (η(s) − ξ(s)) + (1 − β) v+(s)
if η(s) ≥ ξ(s),

v−(s + 1) = β (ξ(s) − η(s)) + (1 − β) v−(s)
otherwise.

(11)

For statistically invariant systems, we have v+(s) =
v−(s) (definition of variance), but our network certainly
does not fulfil this equality (Welzl, 2005). The result of
the above approximation is presented in Fig. 9. The valu-
es of ξ(s), v+(s), v−(s) create an uncertain value that can
describe the link quality (or the link cost), where ξ(s) is
the central (most likely) value, and v+(s), v−(s) are bo-
unds of uncertainties above and below ξ(s), respectively.
The sum of the costs along the path (uncertain as well)
defines its metric.

value

pr
ob

ab
ili

ty

Best metric

Worse metricλ

Fig. 7. Geometrical interpretation of the probability of
forwarding packets using worse metrics.

Two different uncertain values can have the common
part (Fig. 7) – λ. The packets are forwarded randomly,
inversely proportional to the values of λ, defined for eve-
ry path not including loops. Equations (10) and (11) are
stable for any values α, β ∈ (0, 1), and theoretically the
best behaviour can be obtained when α = β. However,
many experiments with these algorithms show that for
β = 2α better performance is obtained, exactly as in the
TCP protocol (Stallings, 2002). The value of α should fol-
low the variability of the link load and needs to be adju-
sted. This adjustment is performed when the current ξ(s)
is outside bounds (ξ(p) − v−(p), ξ(p) + v+(p)), whe-
re p is the time instant of the last change, and thus α
and β are piecewise constant. In the papers by Moraw-
ski (2005; 2006b; 2007a; 2007b) the methods of adaptive
tuning of the proper values of α and β are described. Our
strategy significantly decreases the probability of burst de-
lay or losses and the susceptibility on congestion, noise,
interferences, etc.

Our approach allows incorporating an additional de-
gree of system resiliency: standby. Taking the advantage
of multicast communication, there is a possibility to use
multiple remote computers simultaneously. After a link
failure (or simply after changing the link cost), the faster
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Fig. 8. Effect of the overloading of some (wireless) link. Very
long inescapable delays cause system failure.
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Fig. 9. Effect of link cost approximation of some link. The peak
on the right is the effect of a dissipation of a congestion
(simulation using an NS2 simulator).

answer from the remote computer is taken into account
without significant problems with system stability.

The scheme of the redundant active standby system
and the process of switching an active controller of the
MLS is presented in Fig. 10.

6. Conclusions

A new approach for robustness enhancement of NCSs
against closed-loop latencies has been presented. In our
opinion, the novelty of this approach is based on a proper
combination of the predictive control method of control-
ler design and recently developed methods of traffic en-
gineering. The efficiency of the proposed approach was
verified by a number of experiments performed using our
laboratory NCS based on Ethernet and WiFi networks and
implemented using standard inexpensive network hardwa-
re typically applied for office networking. It is worth em-
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Fig. 10. Application layer redundancy: scheme of the system (a), process of switching the active remote controller (b).

Fig. 11. Test topology for the network layer test algorithm. In-
ner links have 0.1 of the capacity of radial links.

phasising that in our NCS as a control plant served the ma-
gnetic levitation system, which is an example of a struc-
turally unstable system of high dynamics, and that these
properties of the control plant made the design of the ro-
bust NCS additionally demanding. Experimental results
have confirmed our hypothesis that the robustness of an
NCS against network induced latencies cannot be guaran-
teed by the design of a controller alone and should be sup-
plemented by properly selected methods of traffic engine-
ering.

Although similar results can be obtained using dedi-
cated real-time networks like Profibus, real-time versions
of Ethernet, and many others, the proposed combination
of methods is in fact independent of link layer technolo-
gies and works correctly on top of existing and future link
layer implementations including wireless ones. Therefore,
such an implementation is very cost effective because it is
realised only by software.

One of possible directions of further research is the

application of the proposed traffic engineering algorithms
within dynamic environments, e.g., a set of vehicles.
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