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In this paper, a new approach regarding a reconfigured system is proposed to improve the performance of an active fault
tolerant control system. The system performance is evaluated with an intelligent index of performance. The reconfiguration
mechanism is based on a model predictive controller and reference trajectory management techniques. When an actuator
fault occurs in the system, a new degraded reference trajectory is generated and the controller calculates new admissible
controls. A constraint set and cost function are established to avoid actuator saturation and reduce the control energy spent
in closed loop dynamics. The effectiveness of the proposed method is illustrated using a hydrothermal system subject to
actuator faults and constraints on actuator dynamic ranges.
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1. Introduction

Industrial systems have become more sophisticated and
complex. This complexity leads to an increased request
for reliability, reconfigurability and safety of the systems.
In order to guarantee the properties quoted above, it is es-
sential to develop methods of supervision such as diag-
nosis and Fault Tolerant Control (FTC). Recently, the im-
portance of FTC systems becomes increasingly apparent,
and significant amount of research has already been done
in this area (Patton, 1997; Korbicz et al., 2004; Guerra
et al., 2006; Lunze and Richter, 2008; Zhang and Jiang,
2008; Noura et al., 2009; Puig, 2010).

According to a variety and severity of faults that may
affect the system, different levels of performance have to
be considered in different fault scenarios. From safety re-
gion to danger region, degraded performances are often
acceptable. In addition, to ensure that the closed-loop
system be able to track a command input or a reference
model/trajectory even in the event of faults, a reconfig-
urable feed-forward controller has to be synthesized to
achieve command tracking (Zhang and Jiang, 2003). In

the case of performance degradation and actuator satu-
ration avoidance being required, reference management
may need to be used to adjust the command input or ref-
erence trajectory automatically or provide advisory infor-
mation to human operators in the event of faults.

To the best of our knowledge, few works have pub-
lished on the topic of reference management for fault
tolerant systems. However, there are still many open
issues which have to be addressed. Jiang and Zhang
(2002; 2006) have proposed a reference management ap-
proach based on graceful performance degradation and
explicit model-following techniques. When a fault is de-
tected by the Fault Detection and Diagnosis (FDD) al-
gorithm, a reconfigurable controller is automatically de-
signed so that the dynamics of the closed-loop system
match those of the reference model known as the perfor-
mance reduced reference model. Another case of multiple
actuator failures is studied by Zhang et al. (2008). The
approach proposed by Theilliol et al. (2008) is based on
a modified recovery control system in which the recon-
figurable reference input, applied when an actuator fault
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occurs in the system, is determined by considering the er-
ror between the reference and the output as an impulse
signal. In the work of Theilliol et al. (2009), the mod-
ified reference trajectory is computed by minimizing the
output-tracking error by a cost function based on the con-
trol energy concept.

Other approaches using set-point optimization based
on Model Predictive Control (MPC) algorithms are dis-
cussed by Marusak and Tatjewski (2008) as well as Tat-
jewski (2010), who propose a predictive constrained set-
point optimizer in order to deal with system faults. The
capabilities of MPC algorithms to perform a reconfigu-
ration action after a fault occurrence are quite limited by
the accuracy of the FDD stage (Maciejowski, 2002; Ding
et al., 2004; Boussaid et al., 2009). To deal with model
uncertainty after a fault occurrence induced by the fault
detection mechanism error, robust approaches have been
proposed by Bemporad and Morari (1999) as well as Can-
non and Kouvaritakis (2005).

This paper proposes a method to reconfigure the ref-
erence trajectory based on performance evaluation with
different levels of achievable performance in the pres-
ence of various faults under given potential system per-
formance limitations. In the present work, the capabilities
of MPC to handle on-line system constraints and reference
trajectory management are exploited to design a fault tol-
erant controller.

The main contribution of this paper is to introduce
a new methodology to generate an explicit degraded ref-
erence trajectory and an admissible control set after an
actuator fault has occurred. A hydrothermal example is
used to illustrate the concepts and the design procedures,
and some simulation results are shown. The paper is or-
ganized as follows. Some performance backgrounds are
considered in Section 2. Problem formulation is detailed
in Section 3. Section 4 is dedicated to the design of the
fault tolerant controller based on reference trajectory man-
agement and model predictive control. Numerical exam-
ples with simulation results are presented in Section 5 to
illustrate the proposed scheme, followed by conclusions
in Section 6.

2. Performance analysis principle

2.1. System operating modes. A fault tolerant system
has three distinct operating modes (Blanke et al., 2006):

• Nominal mode: this mode corresponding to normal
operating characteristics. In this mode, all objec-
tives are assumed to be attainable. That means that,
if nominal control signals are sent to the actuators,
nominal performances will be provided.

• Faulty mode: after a fault occurrence, the system
switches to an abnormal operating mode which is

called the “Faulty mode”. In this condition, the sys-
tem provides faulty performances for nominal con-
trols. The faulty mode may induce different system
behavior depending on fault severity.

• Degraded mode: this mode is a temporary operating
mode. In this mode, the system continues to work
with acceptable objectives/performances. These per-
formances are considered to be degraded and the
control signals are supposed to be admissible.

The objective of fault tolerant control is to establish
a strategy of control which has the property to limit or
even cancel the effects of a fault on the performances of
the plant. This strategy must modify the control structure
according to the fault severity. In certain situations, par-
ticularly when the degradation of the performances is crit-
ical, fault tolerance should be achieved by modifying both
the set point of the process and the control parameters in
a way that releases constraints on the actuators. Then, the
new operating points allow the system to recover perfor-
mances as close as possible to the nominal ones (Aubrun
et al., 2003; Zerz, 2008).

2.2. Performance consideration. Usually, the con-
troller is designed for the faultless plant in order to meet
given performance specifications in a closed loop. FTC
has the ability to react on the existence of the fault in order
to satisfy the declared performances. Production systems
have some various objectives to reach. These objectives
are usually expressed in terms of quality, energy cost, time
constraints, etc. On the other hand, objectives should be
reached under certain constraints related to

• systems stability,

• the error between the reference signal and the output
signal which impacts, e.g., on the product quality,

• robustness against disturbances or parameter varia-
tions,

• fault tolerance.

Hence, a fault tolerant system works in a closed loop
to maintain the performance specifications expected by
the operator (Fig. 1).

Fault Tolerant 
Controller 

Plant Measured 
Performance

Required 
Performance 

fault 

Fig. 1. Fault tolerant system closed loop.

The system operations can be decomposed into three
functioning modes: nominal, faulty and degraded. The
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principle of performance degradation is illustrated in
Fig. 2. Due to the occurrence of a fault, the system de-
viates from its nominal functioning mode, defined by a
pair (πnom,υnom), to a faulty operating point (πf ,υf ).

The goal of the accommodation procedure is to de-
termine a new control law that takes the degraded system
parameters into account and drives the system to a new op-
erating point (πdeg,υdeg), with respect to the control con-
straints.
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Fig. 2. Domain of performance coverage in nominal and faulty
mode functioning.

Let us consider Π as the set of all possible perfor-
mances π and υ as the pair (u,o),

Π � {π : υ = (u, o) ∈ R
m × R

n}, (1)

where π, u and o are respectively the performance, control
and objective vectors. It is easy to see that

Π = Πnom ∪ Πdeg ∪ Πun, (2)

where Πnom, Πdeg and Πun are depicted in Fig. 2.
In order to explain the difference between each op-

erating mode, we introduce the domain of performance
coverage, DC , for a controlled and stable system, which
is defined as

DC := {π ∈ Π : (u, o) ∈ (U, O)} , (3)

where U and O are respectively the control and objec-
tive sets. Figure 2(a) shows that this domain is entirely
included in the required performance region, Πnom. In
a faulty case (Fig. 2(b)), this domain is moved in space,
which leads to cross the degraded and/or the unacceptable
performance region depending to the severity of the fault.

Let us consider the following sets for nominal and
faulty cases:

Dnom
C � {π ∈ Πnom : (u, o) ∈ (Unom, Onom)} , (4)

Df
C � {π ∈ Π : (u, o) ∈ (Uf , Of )} . (5)

For a perfect design of the nominal controller, the
domain of performance coverage should be completely
included in the nominal performance region, Dnom

C ∩
Πnom = Dnom

C . In the faulty case, it can be decomposed
into three partial domains, Dnom

C , Ddeg
C and Dun

C , which
represent the nominal, degraded and unacceptable perfor-
mance coverage domains, respectively:

Df
C = Dnom

C ∪ Ddeg
C ∪ Dun

C (6)

with ⎧
⎪⎪⎨

⎪⎪⎩

Dnom
C = Df

C ∩ Πnom,

Ddeg
C = Df

C ∩ Πdeg,

Dun
C = Df

C ∩ Πun.

The following different cases arise:

Case 1: Dnom
C �= ∅.

In this case, the system is completely reconfigurable and
the nominal objectives are achieved.

Case 2: Dnom
C = ∅ and Ddeg

C �= ∅.
This means that the nominal objectives are not achievable.
Only the degraded objectives are met if they are accepted
by the supervision instructions.

Case 3: Dnom
C = ∅, Ddeg

C = ∅ and Dun
C �= ∅.

In this case, the fault is severe and the system should
be stopped. Then, maintenance operations could be per-
formed.

2.3. Performance evaluation. The performance is
evaluated by means of the following performance index:

επ =
‖o − π‖2

‖o‖2

, (7)

where o and π represent the objective and the measured
performance, respectively.

In practice, the performance of a system is measured
at each sampling time k which induces the computation
of the performance index at each sampling time. It can
be noticed that, for an abrupt variation in the output, it is
meaningful to comment this index. To solve this problem,
we propose here to use a moving average of the measured
performance π̄ through a receding horizon h:

• simple moving average:

π̄(k) =
1
h

h−1∑

i=0

π(k − i), (8)

• weighted moving average:

π̄(k) =
h−1∑

i=0

αiπ(k − i), (9)
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with
h−1∑

i=0

αi = 1, αi > αi−1.

Here αi can be chosen as a geometric progression:

αi = q0 · qi

with 0 < q < 1 and

q0 =
1 − q

1 − qh
.

The sampled performance index becomes

επ(k) =
‖o(k) − π̄(k)‖2

‖o(k)‖2

. (10)

Using the following thresholds: εnom
π , εdeg

π and εd
π,

the performance sets for each region could be defined as

• Πnom � {π : 0 ≤ επ ≤ εnom
π },

• Πdeg � {π : εnom
π < επ ≤ εdeg

π },

• Πun � {π : εdeg
π < επ}.

These thresholds are fixed by the operator according
to the plant requirements such as safety, production qual-
ity, energy spent, etc.

3. Problem statement

Let us consider a nominal and faulty system described by
the following state space representations:

Snom :

{
x(k + 1) = Anx(k) + Bnu(k),

y(k) = Cnx(k),
(11)

Sf :

{
x(k + 1) = Afx(k) + Bfu(k),

y(k) = Cfx(k),
(12)

where x(k) ∈ R
n is the state vector, u(k) ∈ R

m is
the input vector, y(k) ∈ R

p is the output vector, and
(An,Bn,Cn) represents the system in the nominal behav-
ior and (Af ,Bf ,Cf ) represents the system in the faulty
case.

First of all, it is supposed that the system is stable
and controlled in three operating modes, and the structures
(Snom and Sf ) are known in nominal and faulty cases. It
is also assumed that the state matrices (An,Bn,Cn) and
(Af ,Bf ,Cf ) are detectable in both cases. Thus, we can
define the following sets: the set of the nominal controls,
Unom, which correspond to the normal operating mode,
and the set of the faulty controls, Uf , which lead to abnor-

mal functioning. The two sets can be written as

Unom �
{
unom : unom

j,min ≤ unom
j ≤ unom

j,max,

1 ≤ j ≤ m, o ∈ Onom} ,
(13)

Uf �
{
uf ∈ Unom : uf

j,min ≤ uf
j ≤ uf

j,max,

1 ≤ j ≤ m, o ∈ Of

}
,

(14)

where m is the number of actuators, (unom
j,min, u

nom
j,max) stand

for the pair of upper and lower control bounds for each
actuator j in the nominal mode, (uf

j,min, u
f
j,max) stand for

the pair of upper and lower control bounds for each actu-
ator j in the faulty mode, o is the objective, Onom denotes
the objective set in the nominal mode, Of means the ob-
jective set in the faulty mode.

For the sake of simplicity, only the static operating
condition is considered. Without loss of generality, when
this condition is established, it is assumed that y � yref

where y represents the output trajectory and yref the ref-
erence trajectory that the system is supposed to be able
to track. In the following, the output trajectory expresses
explicitly a performance level and the reference trajectory
reflects the objective that the system has to reach.

According to the previous set definitions, the follow-
ing sets of nominal (respectively faulty) trajectories are
defined:

Ynom �
{
ynom : u ∈ Unom, ymin

j ≤ y ≤ ymax
j ,

1 ≤ j ≤ m} ,
(15)

Yf �
{
yf : u ∈ Uf , ymin

j ≤ y ≤ ymax
j , 1 ≤ j ≤ m

}
.

(16)

In order to define the reference trajectories, the fol-
lowing sets are constructed:

Y nom
ref � {ynom

ref : yref ∈ Dnom
C } , (17)

Y f
ref �

{
yf
ref : yref ∈ Df

C

}
, (18)

where ynom
ref and yf

ref denote the reference trajectory in
nominal and faulty cases, respectively.

In the following study and for clearance, we sup-
pose that the faults induce a slight shift of the perfor-
mance coverage disc, which means that either Dnom

C or
Ddeg

C is nonempty. In addition, it is supposed that the
degraded objectives are accepted and the corresponding
controls are called admissible controls. The correspond-
ing measured performances are also called degraded per-
formances or degraded outputs. Hence, the set of these
admissible controls, Uadm, which satisfies the degraded
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objectives/outputs, Ydeg, can be written as

Uadm �
{
uadm ∈ Unom : uadm

j,min ≤ uadm
j ≤ uadm

j,max,
1 ≤ j ≤ m, o ∈ Odeg,}

(19)
Ydeg �

{
ydeg : u ∈ Uadm, ymin

j ≤ y ≤ ymax
j ,

1 ≤ j ≤ p} ,
(20)

where (uadm
j,min, u

adm
j,max) is the pair of upper and lower ad-

missible control bounds for each actuator j, and Odeg is
the degraded objective set.

Hence, the main idea is to determine a set of refer-
ence trajectories that allow the system under faulty condi-
tions to operate with limited/degraded performances. Ba-
sically, the reference trajectories should be included in the
degraded performance coverage domain in order to ensure
the attainability of the objectives/performances. Thus, the
degraded reference trajectory set, Y deg

ref can be defined as

Y deg
ref �

{
ydeg
ref : yref ∈ Ddeg

C

}
. (21)

4. Fault tolerant controller design

4.1. FTC mechanism. The reconfiguration strategy
of the proposed fault tolerant controller is described in
Fig. 3, which includes modules of reference management,
the MPC controller, FDD and the reconfiguration mecha-
nism.

Plant Reference 
Management

FDD 

fault 

performance objective MPC 
Controller

Reconfiguration 
mechanism 

Fig. 3. Proposed FTC reconfiguration mechanism.

4.2. Fault model. In this study only actuator faults
with the reduction of effectiveness are considered. In fact,
such a fault can be considered a parametric fault modu-
lated by a static or variable coefficient γ comprised be-
tween 0 and 1,

uf
j (k) = (1 − γk

j )uj(k), (22)

where γk
j ∈ [0, 1] and j is the actuator, j ∈ {1, . . . , m}.

In (22), the additive fault component which denotes a con-
stant offset, occurs after actuator jamming is ignored. We
only consider the loss of actuator effectiveness after fault
occurrence.

Let Γk ∈ R
m × R

m be the distribution matrix of

actuator faults:

Γk =

⎡

⎣
γk
1 0 0

0 γk
j 0

0 0 γk
m

⎤

⎦ .

Equation (22) can be written as uf(k) = (Im −
Γk)u(k). We set Bf = Bn(Im − Γk) = Bn − BnΓk

and get

x(k + 1) =Afx(k) + Bfu(k)

=Anx(k) + Bnu(k) − BnΓku(k)
=Anx(k) + Bnu(k) + fγ

k ,

where fγ
k ∈ R

m is the vector of faults.

The FDD module should estimate the fault magni-
tude f̂γ

k , and then we deduce γ̂k
j for each actuator j. No-

tice that the FDD module is beyond the scope of our study.

4.3. Reconfiguration mechanism. The reconfigura-
tion module should find the pair (u,o) that makes the sys-
tem operate in the nominal performance region or in the
degraded performance region if the nominal ones are un-
achievable. Let us consider the worst case, where only
the degraded performances could be met, and there exists
a pair (uadm,odeg) such that Πdeg is nonempty. In fact,
uadm ∈ Uadm and odeg ∈ Odeg. Thus, the reconfiguration
problem is reduced to determine the two sets Uadm and
Odeg.

4.3.1. Admissible control set. Let us start from the
nominal control for an actuator j in the fault-free case:

unom
j,min ≤ unom

j ≤ unom
j,max, (23)

where the upper and lower nominal control limits are com-
pletely known after the design of the nominal controller.
Assuming that the fault occurs at the time kf , and is de-
tected at the time kd with the estimated fault magnitude
γ̂kd , for k > kd, we have

(1 − γ̂kd

j )unom
j,min ≤ (1 − γ̂kd

j )unom
j ≤ (1 − γ̂kd

j )unom
j,max,

(24)
where γ̂kd

j is a positive real number and γ̂kd

j ∈ [0, 1] so

that (1 − γ̂kd
j ) ∈ [0, 1]. Due to (23) and (24), we get

(1 − γ̂kd

j )unom
j,min ≤ uj ≤ (1 − γ̂kd

j )unom
j,max. (25)

We use the following notation

⎧
⎨

⎩

uadm
j,min = (1 − γ̂kd

j )unom
j,min,

uadm
j,max = (1 − γ̂kd

j )unom
j,max.
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Thus (25) can be re-written as

uadm
j,min ≤ uj ≤ uadm

j,max. (26)

Besides, the admissible control should avoid any actuator
saturation. Hence

uadm
j = σj(uj)

such as

σj(uj) =

⎧
⎪⎨

⎪⎩

uadm
j,max if uadm

j,max ≤ uj,

uj if uadm
j,min ≤ uj ≤ uadm

j,max,

uadm
j,min if uj ≤ uadm

j,min.
(27)

The admissible control set is determined by the def-
inition of the upper and lower control limits. These con-
straints should be included in the MPC problem formula-
tion in order to avoid any actuator saturation and to let the
MPC optimizer find the appropriate control signal uadm.

4.3.2. Degraded objective set. On the analogy of (7),
the following index can be used, where o represents the
objective:

εo =
‖onom − o‖2

‖onom‖2

. (28)

with o ∈ Odeg, which means that εo ≤ εdeg
o where εdeg

o

is a threshold fixed by the operator. In practice, the value
of the threshold is defined as εdeg

π . εo ≤ εdeg
π leads to the

following bounds:

(1 − εdeg
π ) ‖onom‖2 ≤ ‖o‖2 ≤ (1 + εdeg

π ) ‖onom‖2 (29)

Finally, the degraded objective set, Odeg, is given by

Odeg �
{

odeg :(1 − εdeg
π )‖onom‖2 ≤ ‖odeg‖2

≤ (1 + εdeg
π )‖onom‖2

}
.

(30)

The optimum degraded objective should be as closed
as possible to the nominal objective or the required per-
formance. Then, it can be obtained by minimizing the fol-
lowing quadratic function under constraints on the control
and objective:

o∗deg = arg min
uadm∈Uadm
odeg∈Odeg

(‖odeg − onom‖2

)
. (31)

4.4. Reference management. As mentioned previ-
ously, the following function is defined to generate the
reference trajectory input:

yref(k) = o(k) − τ (o(k) − yref(k − 1)) . (32)

where yref(0) means the initial condition and τ represent
the system dynamics, with τ ∈ [0, 1] , a positive real num-
ber. After fault detection and diagnosis, the reconfigured
reference trajectory, ydeg

ref , is

ydeg
ref (k) = o∗deg(k) − τ

(
o∗deg(k) − ydeg

ref (k − 1)
)

. (33)

4.5. Fault tolerant MPC controller. The control sig-
nal delivered by the MPC controller is calculated by min-
imizing the following cost function J with the prediction
horizon hp :

J

= min
u(k),...,u(k+hp−1)

hp−1∑

i=0

[
(yref(k + i) − y(k + i))T

Q (yref(k + i) − y(k + i)) + u(k + i)T Ru(k + i)
]
,

(34)
subject to the constraints

ymin(k + i) ≤ y(k + i) ≤ ymax(k + i),

umin(k + i) ≤ u(k + i) ≤ umax(k + i),

|Δu(k + i)| ≤ Δumax(k + i),

where y(k + i) is the output, u(k + i) the control and
Δu(k + i) the change in the control action from one in-
stant to another, for each discrete time (k + i). The terms
max and min refer to upper and lower limits, respectively.
The weighting matrices Q (Q = QT ) and R (R = RT ) of
the cost function are positive definite and they are used to
tune the MPC control law.

After fault occurrence, the cost function becomes

Jdeg

= min
uadm(k),...,uadm(k+hp−1)

hp−1∑

i=0

[(
ydeg
ref (k+i)−y(k+i)

)T

Q
(
ydeg
ref (k + i) − y(k + i)

)

+uadm(k + i)T Ruadm(k + i)
]
,

(35)
subject to the constraints

ymin(k + i) ≤ y(k + i) ≤ ymax(k + i),

uadm
min (k + i) ≤ uadm(k + i) ≤ uadm

max(k + i),
|Δu(k + i)| ≤ Δumax(k + i).

5. Numerical example

The system to be studied is a hydrothermal process which
consists of a tank with natural racking and electric heating
(Boussaid et al., 2008). In this plant, the fluid is intro-
duced into the tank with a controlled flow qe, using the
control input uq. The fluid is evacuated with the flow qs

through a manual valve Vm. The electric heating system
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allows the temperature of the fluid to increase by modula-
tion of the current in resistance R using the order ue. An
agitator is used to homogenize the temperature of the fluid
in the tank. This system is shown in Fig. 4.

HIC 

 
Power
inter-
face 

ue 

uq 

qe,Te 

qs,Ts 

LT L 

Vm 

R 

Fig. 4. System description.

The characteristics of the installation are as follows:

• the tank has a section S of 0.5 m2,

• the resistance R is 2.42 Ω,

• the level sensor used delivers 1 V/m,

• the temperature gauge used delivers 10 mV/ ◦C,

• the gain of the electro-valve Ke is 2 l/mn/V,

• the manual valve Vm is partially open, qs = 0.2L,

• the sampling period Tech is 5 s,

• L denotes the level and T denotes the temperature.

The nominal system Snom : (An, Bn, Cn) is fully de-
scribed by the following matrices:

An =
[

0.9967 0
0 0.1353

]

,

Bn =
[

0.0511 −0.0256
0 0.0169

]

,

Cn =
[

0.0078 0
0 0.0085

]

.

The control and output vectors are u =
[

ue uq

]T

and y =
[

Ts L
]T

.
The calculation of the two controls ue and uq is per-

formed by the MPC controller. The parameters of the
function cost include

• the prediction horizon: hp = 2,

• the output constraints: {0 ≤ Ts(k) ≤ 100} [◦C] and
{0 ≤ L(k) ≤ 10}[m],

• the control constraints: {0 ≤ ue(k) ≤ 10}[V],
{0 ≤ uq(k) ≤ 10} [V] and |Δu(k)| ≤ 0.5 [V],

• the relaxation matrices:

Q = 10−3

[
1 0
0 1

]

, R = 10−1

[
1 0
0 1

]

,

• the nominal objectives (required performances):

onom
T = 20 [◦C] and onom

L = 8 [m].

In order to define the different performance regions,
the following performance index thresholds are consid-
ered:

εnom
π = 5%, εdeg

π = 20%,

Onom �
{
onom =

[
onom

T onom
L

]T :

19 ≤ ‖onom
T ‖2 ≤ 21, 7.6 ≤ ‖onom

L ‖2 ≤ 8.4
}
,

Odeg �
{

odeg =
[

odeg
T odeg

L

]T
:

16 ≤ ‖odeg
T ‖2 < 19, 21 < ‖odeg

T ‖2 ≤ 24,

6.4 ≤ ‖odeg
L ‖2 < 7.6, 8.4 < ‖odeg

L ‖2 ≤ 9.6
}

,

Oun �
{

oun =
[

oun
T oun

L

]T : ‖oun
T ‖2 < 16,

24 < ‖oun
T ‖2 , ‖oun

L ‖2 < 6.4, 9.6 < ‖oun
L ‖2

}
.

The following figures show the results of simulations
performed in MATLAB. Figure 5 presents the response
of the nominal plant (fault-free system). It shows the two
outputs, the tank temperature [◦C] and level [m], and their
corresponding control signals, i.e., the electric valve and
resistance control signals [V]. Notice that the nominal ref-
erence trajectories and the control limits are represented
here with dashed lines.

In the experiment, a fault on the controlled valve ac-
tuator occurs at time 50. It is assumed that the recon-
figuring action starts three seconds after the fault occur-
rence. To study the impact of the fault on the system per-
formance, three cases are considered as follows.

Case 1: γ̂k
1 = 0 for all k and

γ̂k
2 =

{
0, k < 50,

0.16, k ≥ 50.

The admissible control set is

Uadm =
{
uadm =

[
uadm

e uadm
q

]T
:

0 ≤ uadm
e ≤ 10, 0 ≤ uadm

q ≤ 8, 4
}

.
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Fig. 5. Nominal plant outputs and controls.

The degraded objective is

odeg∗
T = arg min

uadm∈Uadm

odeg
T ∈Odeg

(
‖odeg

T − 20‖2

)
= 20,

odeg∗
L = arg min

uadm∈Uadm

odeg
L ∈Odeg

(
‖odeg

L − 8‖2

)
= 8.
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Fig. 6. Low severity fault effect.

The effects of the fault on system performance are
shown in Fig. 6. After fault occurrence, the valve control
remains within the admissible limits and the performance
index slightly deviates and returns to its nominal value.
The large magnitude of the performance index between
time 0 and time 20 corresponds to a transient response of
the system.

Case 2: γ̂k
1 = 0 for all k and

γ̂k
2 =

{
0, k < 50,

0.27, k ≥ 50.

The admissible control set is

Uadm =
{
uadm =

[
uadm

e uadm
q

]T
:

0 ≤ uadm
e ≤ 10, 0 ≤ uadm

q ≤ 7.3
}

.

The degraded objective is

odeg∗
L = arg min

uadm∈Uadm

odeg
L ∈Odeg

(
‖odeg

L − 8‖2

)
= 7.3.

In this case, the fault is more severe than in Case 1.
It can be noticed that the performance index (shown in
Fig. 7) does not return to the nominal value. Then, the
nominal objective cannot be achieved. Nevertheless, the
new degraded reference applied to the system allows the
valve control to remain within the admissible limits and
the level value follows the new set-point.
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Fig. 7. Medium severity fault effect.

Case 3: γ̂k
1 = 0 for all k and

γ̂k
2 =

{
0, k < 50,

0.43, k ≥ 50.

The admissible control set is

Uadm =
{
uadm =

[
uadm

e uadm
q

]T
:

0 ≤ uadm
e ≤ 10, 0 ≤ uadm

q ≤ 5.7
}

.

The degraded objective is

odeg∗
L = arg min

uadm∈Uadm

odeg
L ∈Odeg

(
‖odeg

L − 8‖2

)
= 5.7.

The deterioration of the performance is critical since
the performance index, shown in Fig. 8, is outside the de-
graded performance region. It is clear that the controls
still operate on the admissible interval values.
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Fig. 8. High severity fault effect.

The evolution of the performance index with respect
to the actuator fault magnitude, shown in Fig. 9, is valu-
able information which helps the operator in decision
making. For this specific case, the degraded performance
region corresponds to the fault magnitude comprised be-
tween 0.24 and 0.36.
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Fig. 9. Evolution of the performance index.

6. Conclusion

This paper presented an active fault tolerant control sys-
tem design strategy. The strategy is based on the compu-
tation of a degraded reference trajectory with respect to
an admissible control set. The new reference trajectory
is determined on the basis of an optimization algorithm
which ensures the lower possible performance degrada-
tion. The impact of the faults on the system performances
is evaluated by a specific index. This index provides use-
ful information to the operator for the supervision of the
process.
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