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The Bass model is one of the most well-known and widely used first-purchase diffusion models in marketing research.
Estimation of its parameters has been approached in the literature by various techniques. In this paper, we consider the
parameter estimation approach for the Bass model based on nonlinear weighted least squares fitting of its derivative known
as the adoption curve. We show that it is possible that the least squares estimate does not exist. As a main result, two
theorems on the existence of the least squares estimate are obtained, as well as their generalization in the /s norm (1 <
s < 00). One of them gives necessary and sufficient conditions which guarantee the existence of the least squares estimate.
Several illustrative numerical examples are given to support the theoretical work.

Keywords: Bass model, least squares estimate, existence problem, data fitting.

1. Introduction

The most popular first-purchase (adoption) diffusion
model in marketing research is the Bass model. It is
similar in some respect to models of infectious diseases or
contagion models which describe the spread of a disease
through the population due to contact with infected
persons (see Bailey 1975; 1957). The Bass model is
distinguished from other growth models by explicitly
incorporating some key behavioural assumptions from
Rogers’ theory of diffusion of innovation (see Rogers,
1962). Namely, Bass divided adopters (first-time buyers)
into innovators and imitators. Imitators, unlike innovators,
are buyers who are influenced in their adoption by the
number of previous buyers. The Bass model has three
parameters: the coefficient of innovation or external
influence (p > 0), the coefficient of imitation or internal
influence (¢ > 0), and the total market potential (m >
0). To capture the growth of a new durable product
(innovation) due to the diffusion effect, Bass (1969) used
the following Riccati differential equation with constant
coefficients:

AN(t)
de

- p[m - N(t)} + %N(t) [m - N(t)} :
NO)=0, t>0, (1)

where N(t) and n(t) := dN(t)/dt are respectively the
cumulative and the noncumulative number of adopters
of a new product at time ¢. The adoption rate n(t) is
determined by two additive terms: the first term, p[m —
N (t)], represents adoptions due to innovators, whereas the
second term, (¢/m)N (t)[m — N (t)], represents adoptions
due to imitators.

To stress the fact that functions N (¢) and n(t) depend
on parameters m, p and ¢, we shall write N (¢; m, p, q) and

The solution of (I) and the corresponding adoption
rate function are given by

1 — e (pto)t
N(t;m,p,q) = WW7 t>0, (2
and
. _(ptq? et
n(t7m7paQ) =m p (1+ %e—(p-l—q)t)Q’ t 2 O
(3)

The graph of the function N is known as the Bass
cumulative adoption curve, and the graph of the function
n is known as the Bass (noncumulative) adoption curve.
The graph of the cumulative adoption curve N is an
“S-shaped” curve. If ¢ > p, for this curve the point of
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Fig. 1. Typical S-shaped Bass cumulative adoption curve.

inflection occurs at

1
tr = In(q/p
- n(a/p)

with
(¢—p)

2q
(see Fig.[[). For ¢ < p, the graph is still S-shaped, but
the point of inflection occurs at a negative value of ¢.
Furthermore, if ¢ > p, it can be easily shown that the
adoption rate function n has a maximum value at ¢,

N(tlymap7q) =m

, _ (p+q)?

n(tbmvpaQ) =m 4q )

and that n is symmetric about the peak ¢;. In the case
when ¢ < p, the adoption rate function n is strictly
decreasing on [0, 0o) (see Fig.2).

There are many applications of the Bass model in
several areas like retail service, industrial technology,
agricultural, educational, pharmaceutical, and consumer
durable goods markets. For a review of the Bass model
and its applications, see the work of Mahajan et al. (2000).

In practice, the unknown parameters of the Bass
model are not known in advance and they must be
estimated on the basis of some experimentally or
empirically obtained data. This issue is known as a
parameter estimation problem. There is no unique way
to estimate the unknown parameters and many different
methods have been proposed in the literature. Mahajan et
al. (1986) used real diffusion data for seven products to
compare the performance of four estimation procedures:
Ordinary Least Squares (OLS) estimation proposed by

n(t)

n(tr)
n(t—A) =n(t+d)

Fig. 2. Symmetry of the Bass adoption curve.

Bass, Maximum Likelihood Estimation (MLE) proposed
by Schmittlein and Mahajan (1982), Nonlinear Least
Squares (NLS) estimation suggested by Srinivasan and
Mason (1986), and Algebraic Estimation (AE) proposed
by Mahajan and Sharma (1986). They concluded that,
for the seven data sets considered in their study, the
NLS procedure provides better predictions as well as
more valid estimates of standard errors for the parameter
estimates than the other three estimation procedures.

The formulation of the NLS approach is as follows:
The observed number of adopters X; in the time interval
(Ti—1, 7] is modeled as

X; = N(ri;m,p,q) — N(ri—1;m,p,q) + €,
i=1,..., K,

where ¢; is an additive error term. Here, by definition,
7o = 0. Based on these equations, Srinivasan and Mason
proposed to estimate the unknown parameters p,q and
m in the sense of Least Squares (LS) by minimizing
functional

S(m,p,q)

3

[Xi — (N(ri;m.p,q) = N(rie1;m,pq)) > @)

|
'MW

i=1

on the set {(m,p,q) : m,p >0, ¢ > 0}.

There are several other methods which can be used
to estimate the unknown parameters in new product
diffusion models (see, e.g., Scitovski and Meler, 2002).
A very popular technique for parameter estimation is the
least squares method. Numerical methods for solving
the nonlinear LS problem are described by Dennis and
Schnabel (1996) as well as Gill et al. (1981). Before
starting an iterative procedure one should ask whether
the LS estimate exists. For nonlinear LS problems this
question is difficult to answer. The problem of nonlinear
weighted LS and total least squares fitting of the Bass
curve (@) is considered by Juki¢ (2013; 2011). Results
on the existence of the LS estimate for some other special
classes of functions can be found in the works of Bates and
Watts (1988), Bjorck (1996), Demidenko (2008; 2006;
1996), Hadeler et al. (2007), Juki¢ (2013; 2009), Jukié
and Markovi¢ (2010), Jukié er al. (2008;2004), Markovié
and Jukié (2010), as well as Markovi¢ et al. (2009).

In this paper, we consider the parameter estimation
approach for the Bass model, based on nonlinear weighted
LS fitting of the Bass adoption curve (B). In Section 2]
we briefly describe this approach and summarize our main
results. We show that it is possible that the LS estimate for
the Bass adoption curve does not exist (Proposition[I). As
our main results, we present two theorems (Theorems [Tl
and ) on the existence of the LS estimate, as well
as their generalizations (Theorems [ and [) in the I,
norm (1 < s < o00). Some numerical experiments
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to illustrate the efficiency of our approach are given in
Section [3l To compare our approach with the NLS one
proposed by Srinivasan and Mason, we used the same time
series data for the seven durables. To avoid unnecessary
technicalities at an early stage, all proofs are given in
Section To the best of our knowledge, there is no
previous paper that has focused on the existence of the LS
estimate for the Bass adoption curve.

2. Main results: LS regression existence
theorems for the Bass adoption curve

In this section, we first formulate the LS fitting problem
for the Bass adoption curve and then present two theorems
(Theorems 1] and 2)) on the existence of the least squares
estimate, as well as their generalizations (Theorems
and M) in the I; norm (1 < s < oo). Their proofs are
given in Section 2.3

2.1. LS fitting problem for the Bass adoption curve.
Suppose we are given the data (w;, t;,y;), i = 1,..., K,
K > 3, where

O<t1 <ta<...<tg (®)]
denote the values of the independent variable,
y17"'ayK>O (6)

are in some way obtained respective estimates of the Bass
adoption curve (@), i.e., y; =~ n(t;;m,p,q),i=1,..., K,
and w; > 0 are the data weights which describe the
assumed relative accuracy of the data. The unknown
parameters m,p and g of the function (@) have to be
estimated by minimizing the functional

F(m,p,q)

K
1

<.

K 2 —(pta)ti 2
m(p+q e
= 3w [t e O
i=1 p p
on the set

P :={(m,p,q) : m,p>0,q>0}.

A point (m*,p*,q*) € P such that F(m*,p*,¢*) =
inf(,, p.gyep F(m, p,q) is called the least squares esti-
mate, if it exists (see Bjorck, 1996; Gill et al., 1981; Ross,
1990; Seber and Wild, 1989).

Data for LS estimation can be obtained in various
ways. For instance, Eqn. () can be discretized in different
ways. The most straightforward and most commonly used
way is to use the finite difference method, in which case
the first derivative is approximated by formulas involving

only several neighboring points. To be a bit concrete, let
us concentrate only on the three commonly used finite
difference approximations, known as forward, backward
and centered finite difference approximation. For this
purpose, suppose that the observed cumulative number
of adopters at times 0 < 71 < T < < Tr 1S
N1, Na, ..., Nk, respectively. Then the observed number
of adopters in the interval (7;_1, 7;] is given by

Xi=Ni—N;_1, i=1,...,K,

where 79 = 0 and Ny = 0 by definition. The forward,
backward and centered finite difference discretizations of
differential equation (@) and points (¢;, y;) required for LS
estimation are as follows:

e the forward finite difference discretization,

X; )
———— =n(ri—1;m,p,q) +&i, i=1,...,K,
Ty — Ti—1
X; )
(tuyz')=(n—1771), i=1,...,K;
Ti — Ti—1

e the backward finite difference discretization
X

Ti — Ti—1

(ti,yi) = (Tia

=n(r;m,p,q)+e&, i=1,...,K,

)
Ti — Ti—1

e the centered finite difference discretization

i=1,...,K;

X Tio1+ T

:TL( ;m7p7Q) + &4,

Ti — Ti—1 2
i=1,... K,
i ; X
(tzayz): (Tz 1+T1, - )7
2 Ti — Ti—1
i=1,..., K.

The following proposition shows that there exist data
such that the LS estimate for the Bass adoption curve (3)
does not exist.

Proposition 1. Ler (w;,t;,y;),i=1,...,K, K > 3, be
the data such that the points (t;,y;), i = 1,..., K, all lie

on some exponential curve y(t) = bet, b,c > 0. Then the
LS estimate for the Bass adoption curve (B) does not exist.

Proof. Since F(m,p,q) > 0 for all (m,p,q) € P, and

fim F (22 ¢ @
T—00 c' z+1 z+1

K )
L (14 x)e=cti
= Jim, D ey

K
= sz (beCti — yi)2 =0,
i=1
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this means that

inf  F(m,p,q) =0.
o inf (m,p,q)

Furthermore, since the graph of any function of type (3)
intersects the graph of exponential function y(t) = be¢
at no more than three points, and K > 3, it follows that
F(m,p,q) > 0 for all (m,p,q) € P, and hence the LS
estimate does not exist. [ ]

2.2. Existence theorems. The following theorem,
whose proof is given in Section [Z3] gives a necessary
and sufficient condition on the data which guarantee
the existence of the LS estimate for the function (3).
First, let us introduce the following notation: Let E*
be an infimum of the weighted sum of squares for the
exponential function y(t) = bect (b, c > 0), i.e.,

K
x .3 ) cti 5 \2
E* = b}?iogwl(be Yi)”
Theorem 1. Suppose that the data (w;,t;,y;), i =
1,..., K, K > 3, satisfy the conditions [3) and (6). Then
the LS estimate for the Bass adoption curve (3)) exists if
and only if there is a point (mg, po,qo) € P such that
F(mo, po,qo0) < E*.

In other words, under the assumptions of the
theorem, the LS estimate exists if and only if there is at
least one regression curve defined by (3) which is in an
LS sense as good as ‘or better than’ the best exponential
curve of type t — bect, where b, c > 0.

It is clear that, regardless of how much effort is put
into marketing, there is a certain upper bound, say M,
for the market potential m (i.e., the maximum number of
adopters). In most cases management has a judgement,
a strong intuitive feel, about the upper bound M, but
if not, the upper bound M can be the size of the
relevant population. The following theorem tells us that
if parameter m is bounded above, then the LS estimate
will exist. First, let us introduce the following notation:
Given any real number M > 0, let

PM = {(mvp,q).0<m§M;p>Oa qZO}'

Theorem 2. Suppose that the data (w;,t;,y;), 1 =
1,..., K, K > 3, satisfy the conditions [3) and (6). Then
functional F defined by () attains its infimum on Py,
i.e., there exists a point (m*,p*,q*) € Py such that
F(m*,p*,q*) = inf(m,zo,q)e’/’z\/z F(m,p,q).

The proof of this theorem is the same for respective
parts of the proof of Theorem/[T] with the exception that we
do not have to prove that m* < oo. Hence, it is omitted.

The LS problem is a nonlinear /o-norm one. During
the last few decades an increased interest in alternative

ls-norm has become apparent (see, e.g., Atieg and Watson,
2004; Gonin and Money, 1989). For example, /;-norm
criteria are more suitable if there are wild points (outliers)
in the data. Thus, instead of minimizing functional F,
sometimes a more adequate criterion for estimation of
unknown parameters 1, p and g of the function (@) is to
minimize the following functional:

K

i=1

S

)

where s (1 < s < o0) is an arbitrary fixed number.
To state the corresponding [;-norm (1 < s < ©0)
generalizations of Theorems [ and 2] we need an
additional notation. Let

E}:= inf E(b,c),
(b,c)E]Ri

where
K
Es(b,c) = Zwﬂbed’? —yil®.
i=1
Obviously, E* = E3 and F' = F5.

Theorem 3. If the data (w;,t;,y;), i = 1,..., K, K >
3, satisfy the conditions Q) and (6), then functional F;
defined by () attains its infimum on P if and only if there
is a point (mg, po, qo) € P such that Fs(mg, po,qo) <

The proof of the following theorem is
also omitted; it is the same for the respective
parts of the proof of Theorem [BI with the
exception that we do not have to prove that
m* < oo.

Theorem 4. If the data (w;, t;,y;), i =1,..., K, K >3,
satisfy the conditions (3) and (6)), then there exists a point
(m*,p*, q*) € Par such that

FS(m*vp*aq*) = lnf

FS m? ) M
(m,p,q)€EPM ( b q)

2.3.  Proofs of Theorems [1 and The following
lemma will be used in proofs of both Theorems[I]and Bl

Lemma 1. Suppose that the data (w;,t;,y;), i =
1,..., K, K > 3, satisfy the conditions (3) and (6). Then
given any ig € {1,..., K — 1} there exists a point in P
at which functional Fy defined by (8) attains a value less

than
K

> wilyl

i=1
i, i0+1
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Proof. Let us first write

max { 1H(M), In (ﬂ) }7

To =

m Yio Yio+1
and then define functions o, m, p, q : (zo,00) — (0,00)
as follows:
1-— \/ﬂe—%(hm—l—tio)
Yig+1
Oé(a?) = 7
\/E — e~ 3 (tig+1—tig)
Yig+1
m(z) ::yi0+1[1 +a(x) eigi%i0+17ti0)]2 eTtig+1 |
z[l + a(z) ef(tio"'“o%—l)]
() z
x :: T
P 1+ Oé(:[,’) o5 (tig+tig+1)’
L (tig+tig+1)
rolx)e2'rro 0

1+ afx)es (tiottiorr) |

By using the definition of zg, it is easy to show
that function « is well defined and strictly positive on
(xg,00). Thus for all x € (x,00) we have that

(m(z),p(z),q(x)) € P. Furthermore, it is easy to verify
that

n(t;m(z), p(x), q(x))

= yip 41 [1 + a(w) e Flhorrt) )

e—@(t—tig+1)
X

tigFtig+1 .
e_m(t_'o%) }2

1+ a(z)
Now, by a straightforward but tedious calculation,
one can verify that, for all x € (x, ),
n(tio;m(x),p(x), Q(m)) = Yig»
n(tio+1;m(z), (), ¢(x)) = Yig+1,

and

lim n(t;m(x), p(x), ()

r—00

:{Og

In Fig. @ we plot the graph of the function ¢

n(t;m(z), p(x), q(x)).
Let x > z be sufficiently large, so that

ift € (—007751'0) U (ti0+17 00)7
ift € (tig, tigr1)-

0 < n(ti; m(x),p(x), q(x)) < yi, i=1,... K,

whereby the equality holds only if ¢ = ip or ¢ = 79 + 1.
Due to the above mentioned facts, such x exists. Then

Fs(m(z),p(x), q(x))

= Z wiln(ts; m(z), p(x), q(x)) — vl

K
< Y wilul

i#i0,i0+1

Fig. 3. Plots of the Bass adoption curve n(t; m(zx), p(z), ¢(z))
for some values of x.

Proof. (Theorem[I) Assume first that (m*, p*, ¢*) € P is
the LS estimate, and then show that F'(m*, p*, ¢*) < E™*.
In order to do this, first note that, for all b, ¢, x > 0,

Flm*,p,¢") < F(ba: c cr )

cr+lr+1

:f:w {b(ﬂL ]’

1+ xecti)?

from where taking the limit as  — oo it follows that (see
the proof of Proposition[I)

F(m*,p*,q") < ) wi(be —y;)*.

-

i=1

From the last inequality and the definition of E* we obtain
that F'(m*, p*, ¢*) < E*.

Let us show the converse of the theorem. Suppose
that there is a point (mo,po,qo) € P such that
F(mo,po,q0) < E*. Since the functional F' is
nonnegative, there exists F™* := inf(,, , yep F(m, p, q).
It should be shown that the LS estimate exists, i.e.,
that there exists a point (m*,p*,¢*) € P such that
F(m*,p*,q*) = F*. To do this, first note that

F* < F(m07p07q0) < E*.

If F* = F(my, po, qo), to complete the proof it is enough
to set (m*, p*, ¢*) = (Mo, po, o). Hence, we can further
assume that

F* < F(m07p07q0) S E*. (9)
Let (my, pk, g ) be a sequence in P, such that
F* = lim F(mg, pr k)

K
= lim > win(ti;me, pr, ) — vil”. (10)
=1

k—o00 4

Without loss of generality, in further deliberations we may
assume that sequences (my), (px) and (gx ) are monotone.

aamcs
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This is possible because the sequence (my, pk, gx) has a
subsequence (my, ,pi,,qi, ), such that all its component
sequences (mg,, ), (p1,) and (¢, ) are monotone, and since
limy oo F(mu,, pr,q,) = limg—oo F'(me, pr, qr) =
F~.

Since each monotone sequence of real numbers
converges in the extended real number system R, define

m”* = lim my,
k—o00

* . 13 R,
Pl g "= b
Note that 0 < m*, p*, ¢* < oo, because (my, Pk, k) €
P.

To complete the proof, it is enough to show that
(m*,p*,q*) € P,ie., that 0 < m* < 00,0 < p* < 00
and 0 < ¢* < oo. The continuity of the functional
F will then imply that F* = limg_,oo F(my, pr, qx) =
F(m*, p*, q*).

It remains to show that (m*, p*, ¢*) € P. The proof
will be derived in three steps. In Step 1, we will show that
0 < m* < oo. After that, in Step 2, we will show that
0 < p* + ¢* < co. The proof that p* > 0 will be given in
Step 3.

Step 1. Let us first show that 0 < m* < co. We prove this
by contradiction. Suppose on the contrary that m* = 0 or
m* = oo. Then only one of the following three cases
can occur: (i) p* 4+ ¢* = 0, (ii)) 0 < p* 4+ ¢* < oo, or
>iii) p* 4+ ¢* = oo. Now, we are going to show that the
functional F' cannot attain its infimum in either of these

three cases, which will prove that 0 < m* < oc.

Case (i): p* + q° = 0. Let L := limg_,oo myppy. First
note that 0 < L < oo.
By using the inequality

9k
1+pk

(pr+ar)t
1+ 2 e~ (prfa)t <e forallt > 0,

1<

it follows readily that

14+ gk
: Pk
B T T omGnra
k

= 1forallt > 0.

Hence,

Hm n(ti; me, Pk, qr)
k—oo

1+ B
1+ Z_i e—(Prtar)ti

2
= lim [mkpk( ) e (Petar)ti
k—o0

:L’

i=1,..., K. If L = o0, then it would follow that F'™* =
o0, which is impossible. If L < oo, then we would obtain
that

K
F*:Zwi(L—yi)? (11)
=1

Since, by the definition of E™*,

K
Zwi(L et —y;)? > E* forallc >0,

i=1

taking the limit as ¢ — 0+ it follows that > | w;(L —
y;)? > E*. From this and (TI), we would have that F’* >
E*, which contradicts the assumption ([@). This means that
in this case the functional F' cannot attain its infimum.

Case (ii): 0 < p* + ¢* < oo. Note that

n(ti; Mk, Py Qi)

2
1+ 48

_ Pk —(pr+ar)ti

— MkPk (1 T g—k e—(l)k+(1k)ti> e 7(12)
k

i = 1,..., K. It readily follows, regardless of whether
qi/pr, converges to a finite number or diverges to infinity,
that there exist all limits

14 2k
* . 3 Pk
of := lim ( TP e v
3 k 1+P7ke P TdAg)t;

2
) L i=1,....K, (13)
and that 0 < o < oo0.

Let us first show that m* # 0. We prove this by
contradiction. Suppose on the contrary that m* = 0.
Then, by using (I2) and (I3), it is easy to show that
limg o0 n(ti; mp, Py qi) = 0 foralld = 1,..., K, and
therefore it would follow that F™* = ZZK:1 wzyf Since,
according to Lemmal(l] there exists a point in PP at which
the functional F' attains a value smaller than itio wiy?,
this means that in this way (m* = 0) the functional F'
cannot attain its infimum.

It remains to show that m* # oo. The proof will
be given also by contradiction. Assume that m* = oo.
Then by using (I2) and (I3) one can easy to show that
there must be limy_. pr = p* = 0, because otherwise
we would have that limg_, . n(t;; mg, P, qr) = oo for
alli = 1,..., K, and consequently, F* = oo, which is,
as we know, impossible. Therefore, because p* = 0 and
0 < p* + q¢* < oo, there must be ¢* > 0, which would
imply limy_, o g /pr = oo and, consequently,

* g .
af =Tt =1 K.

Now, by using (I2) it is easy to show that

]jm n(tl;mk)pk)qk:):Leq*tl7 Z.:17"'7K7

k—o0

where, as in Case (i), L = limg_oo mgpr. If L = o0,
then it would follow that F'* = oo, which is impossible.
If L < oo, then we would obtain that

K
F* = kli{jgo F(mkapkan) = Z;wi(ljeq*ti _y1)2 Z E*a
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which contradicts the assumption @). This proves that
m* # oo.

Case (iii): p* + q* = oo. Note that

n(ti; M, Dy Qi)

my(Px + k) (1 + %) e~ (Prtar)ti
14 Ze—(prtan)ti ] 4 I e—(prtar)ti
Pk Pr
i=1,..., K. (14)

Before continuing the proof, let us also note that

Gk o~rta)ts > Ik o—(prtar)tz

Pk Pk
> > 9k e~ (Prtar)tx
Pk
Now, let us first show that
limy o0 qr/pr e~ PET®)t s either 0 or oo, for all
i =1,..., K. Assume on the contrary that there exists an

index 7o such that

0< hm Ik o= (prtan)ti .— L, < o0.

k—oo Dk
Then
(1 + Z_Z) e~ (Pr+ar)tiy L

20

14 L,

k—oo 14 ;Z_i e~ (Petar)tiy >0,

and therefore from (I4) it would follow that

lim n(ti,; Mk, Pk, qk)
k—oo

= 1 o
i mie(pr + dr) (1+ Ly, )2
In order to have a bounded functional, the limit
limg_.oo mi(pr + gr) must be finite (regardless of the
value of m*). Due to this and the equality

q_k e*(kaer)ti — q_k e*(PkJer)tz‘O e*(kaer)(ti*tio),
Pk Pk

it follows readily that
lim q—k e*(karle)ti — 00, 1< io
F=oo Pk 0, 1> 1p.

Now, by using (I4) it is easy to check that
limg— 00 n(ts; Mg, Py qre) = 0 for each i # ig. That
would imply that F* > 3" Zio w;y?. But since according
to Lemma [I] there exists a point in P at Wthh the
functional I attains a value smaller than Zz Zio wlyl , We

have proved that limy_, oo (g /pk) e~ (Prtan)ti ig either 0
oroo, foralli =1,..., K.

Note that only one of the following three subcases
can occur: (a) limp_, oo %e‘(mﬂk)ti = oo for all

i=1,...,K, () limp_ Zk e~ (Prtar)ti — ( for all
i = 1, K or (c) there exists ig # K such that

lim q_ke_(pk+qk)ti _ )% =
k—oo pg 0, 1> 1.

1 < 1ig

Subcase (a): If limy_, o Z—Z e~ (Petar)ti — oo forall 4 =
., K, then

(]_ + Q_k) e*(PkJrqzﬂ)ti

leOO 1+ ke etante 1, i=1,...,K
and therefore
klim n(ti; My, pr, Q)
(pr+an)ts 1+ Z—’;)e*(PkJqu)ti 9

= lim m e
k—oo kP 1 + Z—k e_(pk+qk)ti
k

:kllrgomkpke(pk—i_qk)tiv i = ]-a"'vK'

To keep the functional F' bounded, the limit
limg_ o0 MEDk ePrtae)tx must be finite. Because of that,
by using the equality

MEPk ePrtan)ti _ MkDk ePrtar)tx o(Prtar)(ti—tk)
it follows directly that

im m e(pk+Qk)ti =0
Pl kDPk )

ie.,
lim n(ti;mkapka Qk) =0
k—o0
forall? =1,..., K — 1. In this subcase we would have

K—1

2

> E w;Y; -
i1

F* = lim F(mg,pk, qx)
k—oo

Subcase (b): Let us assume that

lim i e~ (prtar)ti —
k—o0 Pk

forallt=1,..., K. Then

Pr e(pk+Qk)ti
lim —%—— =
k—oo 1 + pk e(m-ﬁ-%)tl

and thus

khjn n(ti; mi, Pk, Qk)

— lim my (pr + ar)? o (rtai)ti bk eltanti 92
k—o0 Pk 1+ % e(Petar)t:

:klir&m (P ;_qu)Q e~ (PrFar)ti i1=1,..., K.
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Proceeding similarly as in the previous subcase, it
can be shown that

lim n(t77mkapk7qk)zo7 Z:2,,K,

k—o00

and therefore in this subcase we would have

K

F* = klij& F(my, pr, ax) > Zwiy?.
=2

Subcase (c): Arguing similarly as in subcases (a) and (b),
it can be shown that

klim n(ti; me, pr, qr) = 0,
ie{l,...,K}\ {io,io+ 1},

and therefore in this subcase we would have

K

. 2

F* = klggoF(mk,pk,Qk) > Z; W;Y; -
ii,io+1

Since according to Lemma [ in each of
Subcases (a)-(c) there exists a point in P at
which the functional F' attains a value smaller than
limy_.oo F'(mg, pr,qr), our functional F' cannot attain
its infimum in either of these three subcases, regardless of
whether m* = 0 or m* = oc.

So far we have shown that 0 < m* < oo, and this
will be used in the sequel.

Step 2. Let us first show that p* 4+ ¢* > 0. We prove this
by contradiction. Suppose on the contrary that p* + ¢* =
0. Then from the inequalities

s ( )
Pk Pr+qk)ti .
1<1—|—%e_(pk+(]k)ti<e ? Z_17"')K
Pk
it follows that
1+ 4
lim Pk =1, i=1,...,K.

koo 1 + & e—(Prtar)ti
Pk
Accordingly, now it is easy to show that

lHm n(ti; me, Pk, @)

k—oo
ﬂ
1 + Pk
G o—(prtaqr)ti
1+ o €

2
= lim mkpk|: :| e*(kaer)ti =0,
k—oo

i = 1,..., K, and therefore from (I0) it would follow
that F* = ZZK:1 w;y?. Since according to Lemma [I]
there exists a point in P at which functional F' attains a
value smaller than Zfil wiyf, this means that in this way
functional F' cannot attain its infimum. Thus, we have
proved that p* + ¢* > 0.

The proof that p* + ¢* < oo can be given by
contradiction. To do this, it is sufficient to proceed as in
Case (iii) from Step 1.

In this way we have completed the proof that 0 <

p* 4 qF < oo.
Step 3. It remains to show that p* > 0. Suppose on the
contrary that p* = 0. Then from the inequalities 0 <
p* + q* < oo it follows that ¢* > 0, and consequently
limy oo % = o0o. Now it is easy to conclude that

lm n(ti;me, Dk, gr)

k—o0
4k
1 + Pk
1+ & o—(prtar)ts
Pk

2
= lim mkpk|: :| e*(kaer)ti =0,
k—o00

1 =1,..., K. As shown in Step 2, in this way functional

F cannot attain its infimum. Thus, we proved that p* > 0
and herewith we have completed the proof. |

Proof. (Theorem[3) The proof of Theorem [3lis similar to
that of Theorem [T} just replace the I norm with the I
norm. Thereby all parts of the proof remain the same.

3. Numerical experiments

In the following examples, the obtained estimates of
the optimal parameters (m*,p*,¢*) will be denoted by

(m*, p*, q°).

Example 1. To illustrate the accuracy of the parameter
estimate approach for the Bass model based on the LS
fitting adoption curve, we start with the following data

which satisfy the exact solution (m = 1000,p =
0.001, ¢ = 0.2) of the differential equation (I):

7 =1, N;= N(r;1000,0.001,0.2),

i =1,...,53. These data have a point of inflection where

tr =

In(q/p) = 26.3598.
——In(a/p)

We analyzed three sets of data: the data up to the
point just before the point of inflection (K = 26), the data
up to the point just after the point of inflection (K = 27),
and the data up to the ceiling (K = 53). The results of
the LS fitting Bass adoption curve to corresponding data
obtained by using the centered finite approximation are
given in Table[Il For all weights w; we took 1. ¢

Example 2. Let (r;, N;),i =1,..., K, be the data where

K =50, i=1,... K,
N; = N(7;;1000,0.001,0.2) + &,

Tizi,

g = N(O,O'Q).

As measures of the quality of fitting, we will use
the Mean Absolute Relative Error (MARE) and the Root
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Table 1. Accuracy of parameter estimates.

N R B e N O A e B
K =26 | 999.486 0.0514 0.00100308 0.3080 0.199901 0.0495
K =271 999.636 0.0364 0.00100313 0.3130 0.199886 0.0570
K =53 | 1000.060 0.0060 0.00100355 0.3550 0.199830 0.0850

Mean Squared Relative Error (RMSRE):

)

K A~
1 N; — N;
MARE—EZi_I\T

(N Ry
N; ’

where K, N; and Ni denote the number of data points, the
observed values and the estimated values, respectively.

In a large number of numerical experiments it was
confirmed that, in terms of the MARE and RMSRE,
minimization of the functional F' defined by () (with data
obtained by the centered finite difference approximation
method) provides a much better fit than minimization of
functional S defined by (@). For example, the results of
one experiment with 2 = 0.3 are shown in Table 21

1 K
RMSRE = | —
K

¢

Example 3. We are going to fit the Bass model
to real diffusion data for seven products: room
air conditioners, color televisions, clothes dryers,
ultrasound, mammography, foreign language, and
accelerated program (Table 3). These data, taken from
Mahajan et al. (1986), have been used extensively
in the diffusion modeling literature to illustrate the
efficiency of estimation procedures (see Mahajan et
al., 1986; Schmittlein and Mahajan, 1982; Scitovski and
Meler, 2002; Srinivasan and Mason, 1986).

For each product or service, we estimated the
unknown parameters m, p and ¢ by minimizing functional
F defined by (@), as well as by minimizing functional S
defined by ). For all weights w; we took 1. Parameter
estimates and fit statistics are reported in Tables [ and [5l

As can be seen, in terms of the MARE, minimization
of functional F' provides a better fit for five products
(room air conditioners, color televisions, mammography,
foreign language, and accelerated program). In terms of
the RMSRE, minimization of the functional F' provides
a better fit for two products (a foreign language, and an
accelerated program). ¢

4. Conclusions

The best-known and widely used model in diffusion
research is the Bass model. It has three parameters:
the coefficient of innovation (p > 0), the coefficient of

imitation (¢ > 0), and the total market potential (m > 0).
In practice, the unknown parameters p,q and m are not
known in advance and must be estimated from the actual
adoption data. There is no unique way to estimate the
unknown parameters and many different methods have
been proposed in the literature.

In this paper, we have considered the parameter
estimation approach for the Bass model based on the
nonlinear weighted least squares fitting of the Bass
adoption curve. We have shown that the best least squares
estimate for the Bass adoption curve does not necessarily
exist (Proposition [[). As our main results, we present
two theorems (Theorems [I] and ) on the existence of
the least squares estimate, as well as their generalizations
in the Iy norm (1 < s < oo). Theorem [I gives a
necessary and sufficient condition for the existence of the
least squares estimate. For practical purposes, Theorem 2]
is extremely important, as it guarantees the existence of
the least squares estimate in the case when parameter
m is bounded above. Some numerical experiments are
included to illustrate the efficiency of our estimation
approach.
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