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The popularity of TCP/IP has resulted in an increase in usage of best-effort networks for real-time communication. Much
effort has been spent to ensure quality of service for soft real-time traffic over IP networks. The Internet Engineering Task
Force has proposed some architecture components, such as Active Queue Management (AQM). The paper investigates the
influence of the weighted moving average on packet waiting time reduction for an AQM mechanism: the RED algorithm.
The proposed method for computing the average queue length is based on a difference equation (a recursive equation).
Depending on a particular optimality criterion, proper parameters of the modified weighted moving average function can
be chosen. This change will allow reducing the number of violations of timing constraints and better use of this mechanism
for soft real-time transmissions. The optimization problem is solved through simulations performed in OMNeT++ and later

verified experimentally on a Linux implementation.
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1. Introduction

Real-time data transfer is normally used in dedicated
industrial networks. The protocols used in such a network
are usually incompatible with those used in Local Area
Networks (LANs). LANs and TCP/IP apply the best-effort
principle in providing communication services. It is
quite difficult to satisfy real-time requirements by using
best-effort networks.

The popularity of TCP/IP caused a significant
research trend of using best-effort networks for real-time
communication. This trend was also caused by technical
developments such as an increasing network bandwidth
and the development of new Quality of Service (QoS)
mechanisms. Much effort has been put to ensure QoS
for soft real-time traffic over IP networks. The IETF
proposed two QoS architectures: Integrated Services
(IntServ) (Braden et al., 1997) and Differentiated Services
(DiffServ) (Blake et al., 1998). They also proposed
some architecture components, such as Active Queue
Management (AQM) (Braden et al., 1998).

AQM replaces the traditional drop-tail queue

management. This mechanism improves network
performance by making the average queue size smaller. In
this paper we propose a modification of one of the AQM
algorithms: Random Early Detection (RED) (Floyd and
Jacobson, 1993). We modify the RED weighted moving
average by using a high order difference equation. Our
modification can be used to improve the QoS for soft
real-time traffic.

Real-time networked applications depend on
network parameters such as bandwidth, delay, jitter
(interpacket delay variation) and loss for their correct
operation. The degree of tolerance or sensitivity to each
of these parameters varies widely from one application
to another (El-Gendy er al., 2003). However, real-time
traffic is not so sensitive to packet losses, depending on
the codecs and loss recovery schemes used at the receiver
(Wang, 2006).

1.1. Our contribution. This paper presents the RED
algorithm with a modified weighted moving average. We
have already performed a fluid flow analysis of this type of
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the RED algorithm (Domariska et al., 2013). In fluid flow
models the details are reduced using continuous flows
instead of packet flows. This kind of model is especially
suitable for TCP traffic modeling (Shah et al., 2012).
Our paper describes the influence of the weighted moving
average on packet waiting time reduction analysed by
simulations performed in OMNeT++. A packet-level
network simulator mimics the behavior of every packet
in a network. Hence, packet-level models give a more
detailed analysis of packet behavior. This paper shows that
our RED algorithm makes the average queue size smaller
and hence improves the link utilization and the packet loss
rate with the compared basic RED.

There are many results concerning the improvement
of the RED efficiency (Haider, 2004; Padhy and
Sundaram, 2010; Haider and Nakao, 2008). Some
researchers make an attempt to use the RED algorithm
for achieving soft real-time guarantees (Wang, 2006;
Reid, 2008). To the best of our knowledge, there are no
published studies of modification of the RED moving
average. Our modification of the RED moving average can
be used in various RED algorithms and hence seems to be
useful for achieving soft real-time guarantees.

The remainder of the paper is organized as follows.
Section [2| describes the works related to this article.
This section helps to place our work with regard to
other scientific studies conducted in the area. Section
[ shows the proposed model of estimating the average
queue length in the RED algorithm. Section ] presents the
method of obtaining optimal model parameters. Section
discusses the obtained numerical results. Section
describes a Linux IP router with AQM and discusses the
obtained results. Conclusions are given in Section[7l

2. Related work

Some researchers have studied the problem of adapting
real-time traffic to TCP/IP networks and proposed a
number of solutions. Wang (2009) studied the methods of
providing real-time data transmission over the best-effort
Internet. Wijnants and Lamotte (2008) presented an
alternative method for maintaining the network bandwidth
for many client applications. These proposals did not
provide any end-to-end timing guarantees for real-time
traffic. Another kind of solutions was presented also by
Wijnants and Lamotte (2006). The authors suggest using
prioritization mechanisms which meet the requirements
of the IEEE 802.1D standard. They conclude that a big
part of message latency appears at the end nodes. Lu et al.
(2006) and Abeni et al. (2002) combined reservation and
feedback techniques to provide real-time guarantees for
tasks that coexist in the same environment. Cena et al.
(2010; 2007) suggest using the IEEE 802.11e network for
achieving real-time guarantees.

The works on providing QoS services for networks,

in which the communication infrastructure is an IP
network itself, have already been carried out. The
Internet Engineering Task Force (IETF) groups worked
on proposals for providing better QoS control in IP
networks. Their proposals included RSVP, IntServ and
DiffServ. IntServ (Braden et al., 1997; Wroclawski, 1997)
ensures end-to-end QoS by means of hop-by-hop resource
reservation inside of the IP network. It was based on
mathematical guarantees of bandwidth, delay, jitter and
supported specific applications such as video streaming.
IntServ provides individualized QoS guarantees to
separate applications, but it needs serious changes in the
IP network. This architecture requires an implementation
of RSVP inside each core routers. This requirement
caused an increase in the router’s complexity. To make the
complexity within each router lower, Measurement Based
Admission Control (MBAC) schemes were proposed
(Georgoula et al., 2005). According to these, each core
router must contain load estimation algorithms. Totally
different solutions were provided by DiffServ (Blake
et al., 1998). This approach categorizes traffic into
different classes and applies QoS parameters to these
classes. It needs relatively small changes at the network
and transport layers. The fault of DiffServ is the lack of
strict QoS guarantees.

Real-time systems should be classified according
to their timing requirements. The distinction between
hard, firm and soft real-time systems is described in
the literature (Stankovic and Rajkumar, 2004). In a soft
real-time system a critical real-time task receives a higher
priority than other tasks. Similarly to hard real-time
systems, in a soft real-time system delays need to be
bounded, but timing constraints can rarely be infringed
without causing a system failure. Many researchers have
studied the problem with the aim to achieve soft, or
statistical—not only hard—real-time QoS guarantees.
Many existing examples of soft real-time applications
in the industrial application domain are evidences of
these studies (Cucinotta et al., 2010). Control applications
using a soft real-time environment are good known
examples as well (Palopoli et al., 2000; Cervin and
Eker, 2005). Reinemo et al. (2003) studied the method
of providing soft real-time guarantees by using three
different admission control schemes, in combination with
DiffServ based QoS. Wang (2006) presented a method of
improving the QoS of soft real-time applications over IP
network infrastructure. This method has low service cost
and requires no changes in the existing network. Although
soft real-time applications are sensitive to end-to-end
delay and delay jitter, they can put up with an occasional
loss.

In general, there are some researchers who regard
making serious changes in existing best-effort services
as important. They just suggest adding more bandwidth
to provide suitable QoS over IP networks. On the other
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hand, other researchers claim that additional bandwidth
could be very expensive. An alternative approach shows
the possibility of providing new service models and
mechanisms such as the mentioned IntServ and DiffServ
models, proposed by the IETF. Kurose and Ross (2007)
claim that IntServ and DiffServ models are not generally
used in real-time transmission, due to economic as
well as legacy reasons rather than technical ones.
These QoS networking architectures contain various
mechanisms such as AQM, resource reservation signaling,
scheduling mechanisms, etc. One of the above-mentioned
mechanisms, i.e., RED (Floyd and Jacobson, 1993), is, for
instance, very useful in keeping the average queue size
and hence having the queuing delay under control. This
control is helpful for soft real-time traffic.

Algorithms of queue management at IP routers
determine which packet should be deleted, if necessary.
AQM, recommended now by the IETF, enhances the
efficiency of transfers and cooperates with the TCP
congestion window mechanism in adapting flow intensity
to the congestion at a network (Braden et al., 1998).

In passive queue management, packets coming to a
buffer are rejected only if there is no space in the buffer
to store them. Hence the senders have no earlier warning
of the danger of growing congestion. In this case all
packets coming during saturation of the buffer are lost.
The existing schemes may differ on the choice of the
packet to be deleted (end of the tail, head of the tail,
random). During a saturation period all connections are
affected and all react in the same way, so that they become
synchronized.

To enhance the throughput and fairness of link
sharing, and also to eliminate synchronization, the IETF
recommends active algorithms of buffer management.
They incorporate mechanisms of preventive packet
dropping when there is still place to store some packets,
to advertise that the queue is growing and the danger of
congestion is ahead. The probability of packet rejection is
growing together with the level of congestion. The packets
are dropped randomly and hence only chosen users are
notified and the global synchronization of connections is
avoided.

A detailed discussion of the active queue
management goals is given by Braden er al. (1998).
The RED algorithm was proposed by the IETF to enhance
the transmission via IP routers. It was primarily described
by Floyd and Jacobson (1993). Its idea is based on a
drop function giving the probability that a packet is
rejected. Figure [I] shows dropping functions for RED.
The argument avg of this function is a weighted moving
average queue length, acting as a low-pass filter and
calculated at the arrival of each packet as

avg = (1 —w)avg’ + wgq, (1)

where avg’ is the previous value of avg, ¢ is the
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Fig. 1. Dropping functions for RED.

current queue length and w is a weight determining the
importance of the instantaneous queue length, typically
w < 1. If w is too small, the reaction on arising
congestion is too slow. If w is too large, the algorithm is
too sensitive to ephemeral changes in the queue (noise).
Floyd (1997) recommends w = 0.001 or w = 0.002,
while Zheng and Atiquzzaman (2000) show the efficiency
of w = 0.05 and w = 0.07. According to May et al.
(2000a), concerning the influence of w on queuing time
fluctuations, the result is obvious: the larger w, the higher
the fluctuations. In the RED drop function there are two
thresholds, Miny, and Maxyy,. If avg < Miny,, all packets
are admitted, if Miny, < avg < Maxy,, then dropping
probability p is growing linearly from O to ppax:
avg — Minyy,

P = Pmax (2)

Maxy, — Ming,’
and if avg > Maxy,, then all packets are dropped.
The value of pnyax has also strong influence on
the RED performance: if it is too large, the overall
throughput is unnecessarily choked, and if it is too
small, a danger of synchronization arises; Floyd (1997)
recommends ppax = 0.1. The problem of the choice of
parameters is still being discussed (see, e.g., Chang Feng
etal., 1999; May et al.,2000b). The mean avg may be also
determined in another way (see Zheng and Atiquzzaman,
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2002). Despite evident highlights, RED also shows
drawbacks such as low throughput, unfair bandwidth
sharing, introduction of variable latency, deterioration of
network stability. Therefore, numerous propositions of
basic algorithms improvements appear; their comparison
can be found, e.g., in the work of Hassan and Jain (2004).

An alternative for the RED mechanism may be ECN
(Explicit Congestion Notification) (Kinicki and Zheng,
2001). The ECN mechanism detects an overload between
two network nodes and marks transmitted packets by a
specific bit. The marked packets inform the receiver about
congestion and the receiver requests a reduction of the
transmission. Improving the RED mechanism is important
regardless of whether packets are marked or dropped.

As already mentioned, the RED mechanism helps
control the average queue size and hence is helpful for
delay sensitive real-time traffic. This sort of real-time
traffic mainly does not use TCP in the transport layer.
Grinnemo et al. (2004) introduce a unified taxonomy
of partially reliable transport protocols. Wang (2006)
claimed that the RED mechanism could help control the
queueing delay, no matter if the transport protocol remains
cooperative or not.

3. Theoretical background: The assumed
model of estimating the average queue
length

The proposed average queue length calculating method is
based on a difference equation (a recursive equation).

Such autoregressive moving average models are very
well known in linear system identification problems (Box
et al., 1970). The proposed approach is some extension
of the RED technique, where the average queue length is
given by the first-order difference equation ().

A(n) (the average length at the n-th moment of
time) may be expressed using the difference equation as
follows:

A(n) =a1A(n — 1)+ asA(n —2)
+ 4 arA(n — k) + boQ(n) G)
+01Q(n — 1) + -+ + bpQ(n —m),

where a; = const for j = 1,...,k, b; = const fori =
0,...,m, A(l) is the average length at the /-th moment of
time, (1) is the current length of the packet queue at the
[-th moment.

Constraints for coefficients a; and b; are

k m
aj+Y bi=1Aa;>0Ab;>0. (4
j=1 i=0

Such a model was named REDwM, i.e., RED with a
modified weighted moving average. A score function
(as defined by the cost function) based on, e.g., mean

wait time, mean queue length, the number of dropped
packets, the probability of packet dropping by the RED
mechanism, may be used for obtaining the order of the
model (m and £ values) and concrete values of equation
coefficients (a; and b;), but most of them are highly
correlated. The minimum of the assumed score function
determines an optimal model.

4. Proposed method

Probability 5l T
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Fig. 2. Queue distribution for coefficient values [a1, a2,b1] =
0.004, 0.009, 0] and [a:1, az, b1] = [0.002, 0, 0).
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Fig. 3. Waiting time distribution for [ai,az,b1] =
0.004, 0.009, 0] and [a1, az, b1] = [0.002, 0, 0].

The classic RED approach (where the average length
is given by Eqn. (1)) satisfies the equation of the
model given by Eqn. (@), where only a; and by are
significant coefficients. Only one parameter, a1, should be
determined in the RED approach (because by = 1 — a;).
This was named a one-dimensional model, which can be
described by only one value, [a1] (i.e., k = 1,m = 0).

The score function based on the mean packet waiting
time mw was used for finding the order of the model and
its parameter values. The problem of obtaining an optimal
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Fig. 4. Queue distribution for coefficient values

[al,ag,ln] = [0.08,0.002,0] and [a1,a2,b1] =
[0.08,0.0014, 0.001].
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Fig. 5. Waiting times distribution for coefficient values
[al, az, bl] = [0.087 0.0027 O] and [al, asz, b1] =
[0.08,0.0014, 0.001].

model is equivalent to that of finding a minimum of a
multivariate score function. The optimization was made
by using the well-known Hooke and Jeeves direct search
method (Hooke and Jeeves, 1961; Kelley, 1999) applied
for minimization of a multivariate score function.

We considered some set of multi-dimensional
models for £ = 1,2,3 and m = 0,1,2, and we found
experimentally that only four parameters (a1, as, bg, b1)
are important.

Using a high dimensional model (k > 2 and m > 1)
yields greater values of the score function (relative to
the value of the score function for the optimal model
based case with order £ = 2 m = 1). We also obtained
very small coefficient values of a3 and by (relative to the
obtained values of a1, as, by, b1) for a high dimensional
model.

Finally, we may say that only the three-dimensional
model [a1,as2,b1] (Where & = 2,m = 1land bg = 1 —
a1 — az — by) is based on significant coefficients and it is

optimal subject to the assumed score function.
Using (@), we can calculate the average length for the
assumed three-dimensional model as follows:

A(n) = a1A(n — 1) + agA(n — 2)
+(1—a; —az—b1)Q(n) (5)
+b61Q(n—1).

Especially for selected values of as and b; does the
proposed model [a1,a2,b1] = [a1,0,0] become the
classic RED model, i.e., model [al].

The process of finding the minimum of the score
function was restarted many times for the set of initial
value vectors [a1, az, b1] defined over some discrete space
size 10x10x 10, where a; =0.001,0.001+0.01,...,0.091,
and az = 0, 0+0.001,..., 0.009, and b; = 0, 0+0.001,...,
0.009.

This multi-start procedure allows reducing the risk of
finding only some local minimum of the score function.

For every initial vector, simulations were repeatedly
restarted (with different seed values of pseudo-random
generators) for evaluating the score function whose value
is mw. Here mw is the mean of mw. The number of
simulations for achieving mw with acceptable accuracy
was determined using the Central Limit Theorem and
properties of the standard deviation distribution for the
assumed confidence level equal to 0.95 and the confidence
interval [Tnw — 0.05w, mw + 0.05mw]. (The number of
restarts was about 5.)

Every evaluation of the score function based on
computation of mw for a given initial vector was
performed after detection of the moment of entering a
stationary state. For every simulation, the moment of time
which determines when a stationary state of simulation
begins was detected by observing the moving average of
the last r values of the mean waiting time (r = 4). Here
mw; was taken into account at each i-th moment after
sending some number of packets (about 1000). Let us
assume that mw; is the mean waiting time measured at
the i-th moment, and the mean of the mean waiting time
is defined as mmuw ; (1) = mean (Mw;j_ 41, MW;j_r42,. ..,
mw;). The [-th moment determines the beginning of the
stationary state when all new mw; for j =1 +1,...,1+
r belong to the interval [mmw;(r) — 0.05mmuw,(r),
mmw;(r) + 0.05mmw;(r)] (ie., the values of mw;
are placed near those of mmw;(r)). Every step of
minimization with evaluating the waiting time score
function is equivalent to performing a simulation, and it
takes about one hour.

5. Results of simulation

The simulation evaluations were carried out with the
use of the OMNeT++ simulation framework. It is a
modular component-based simulator mainly designed for
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simulation of communication networks, queuing networks
and performance evaluation. The framework is very
popular in research and was established for academic
purposes (OMNET++, 2014).

The service time represents the time of packet
treatment and dispatching. In packet-switched networks it
is the time required to transmit information. Bonald e al.
(2000) consider the exponential service time distribution.
We used a discrete-time model. Hence we assumed
that the service-time distribution is geometric (which
corresponds to a Poisson traffic in a continuous time
model). The parameter p of the geometric distribution
of service times (the probability of the end of service
within the current time-slot) was ¢ = 0.25. A more
accurate model should take into account the latest research
on packet size distribution (Sinha et al., 2007; CAIDA,
2014), but it is out of the scope of this paper.

To represent a self-similar traffic, we used an SMPP
(Special Semi-Markov Process) model introduced by
Robert (1996; 1997), Domanska and Domanski (2005) as
well as Domanski et al. (2008). This model enables us to
represent, with the use of few parameters, a network traffic
which is self-similar over several time-scales (pseudo
self-similar traffic (cf. Robert, 1997)). The time of the
model is discrete and divided into unit-length slots.
Packet arrivals are determined by an n-state discrete time
Markov chain called a modulator. It was assumed that
the modulator has n = 5 states (¢ = 0,1,...,4) and
packets arrive only when the modulator is in state ¢ = 0.
The input traffic intensity (the mean value of the Markov
process) was chosen as o = (0.5, and, due to the modulator
characteristics, the “local” Hurst parameter of self-similar
traffic was fixed to H = 0.78. For such a source model, one
must fit only two parameters: expectation and the “local”
Hurst parameter (plus the number of states in Markov
chain n; it defines the number of time-scales on which the
process has self-similar character).

The RED parameters had the following values:
the buffer size of 250 packets, the threshold values of
Miny, = 100 and Maxy, = 200, ppax = 0.1. A
detailed discussion of the choice of model parameters is
also presented by Domariska et al. (2012).

During the experiments we found two local minima
of the score function based on the waiting time:

[al, as, bl] = [0004, 0009, O],

which yields WaitingTimeScore(0.004,0.009,0) =
751.385 and

a1, a2, bi] = [0.08,0.0014, 0.001]

where WaitingTimeScore
738.232.

Figure [2] displays the comparison of the queue
distributions for coefficients values [0.004, 0.009, 0]. The

(0.08,0.0014,0.001) =

comparison of the waiting times distributions for the same
coefficient values is presented in Fig. Bl Figures [ and
display the queue distributions and waiting times for
coefficient values [0.08, 0.0014, 0.001].

Both results for [0.004, 0.009, 0] and [0.08, 0.0014,
0.001] are more convincing than the one based on the
classical RED (Floyd and Jacobson, 1993), i.e., for
[a1,a2,b1] = [0.002,0,0], in which WaitingTimeScore
(0.002,0,0) = 775.605 was obtained.

Finally, the optimal parameters values are
[a1,a2,b1] = [0.08,0.0014,0.001]. For this case we
obtained smaller average waiting times and a lower
average queue length, but the loss probability was the
same.

The above simulation parameters o = 0.50, p =
0.25, correspond to a situation when the buffer is loaded.
To show the behavior of the algorithm for the situation
of an unloaded queue, the parameter ¢ = 0.50 was
increased. This corresponds to a situation when the buffer
fills up not as fast as previously. This situation is presented
in Figs. [l and [7] For the case of an unloaded queue, the
obtained waiting time is also better than that obtained for
RED (WaitingTimeScore (0.002,0,0) = 321.05, Waiting
TimeScore(0.08,0.0014,0.001) = 308.536).

RED (0.002,0,0) —
REDwM (0.08,0.14,0.001)

0.010
0.008 |
0.006 Y\

0.004 -

0.002 "\

0 150 200 250
Nb of packets

Fig. 6. Queue distribution for coefficient values [a1, a2, b1] =
[0.08, 0.0014, 0.001] and [a1, az, b1] = [0.002, 0, 0].

6. Results of real experiments using
implementation of the REDwM
algorithm for Linux

The simulation experiments allowed us to find some
interesting coefficient values for the modified weighted
moving average function. The next goal was the
implementation of the modified RED algorithm in a real
software router based on Linux. The main objective of
this stage of our study was the confirmation of simulation
results in a real working network. This section provides a
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description of the created programs, a specification of the
conducted experiments and the obtained results.

Figure [§ displays the experiment topology of the
network. The server is the most important part of the
network. It works as a router with AQM algorithms
implemented inside. The router is running the Linux
operating system and its main task is forwarding packets
between two network segments. The connection between
the server and the Internet is the bottleneck. As far
as the router is concerned, its main task is to prevent
overloads occurring in the network. For the purpose
of the experiments the authors created an application
implementing a standard RED algorithm and the RED
algorithm with the modified weighted moving average.

The principle of the program is as follows. The
packet routing (between networks) is possible thanks to
the iptables package. To allow the application to function
properly, the “ip_queue” module must be activated in the
system. By applying appropriate rules, it is possible to
redirect input traffic to the appropriate network output
interface. At this point, we introduce the following
modification: the corresponding rule places the whole
transmitted traffic in a special user queue. Then the
buffer is transferred from the kernel to the user space.
In that space, the program removes the packet (or does
not remove it) in accordance with the AQM rules. After
the verdict, the packet comes back to the kernel space
and after that information it is redirected to the output
interface.

Such program construction brought some dangers
into the system. In the case of packet processing, each
incoming data portion must be shifted from the kernel
space to the user space, for a heavy traffic system cannot
keep up with packets support. In this case, the queue (in
the kernel space) can be overflown by stored packets. To
reduce the probability of the buffer overflows, the size of

the buffer should be set to the maximum value.

Finally, the created software allowed us to evaluate
the RED algorithm with modified weighted moving
average behavior. The experiment environment consisted
of the following components:

e Computer A—the traffic generator. The network
traffic was generated by the Nsasoft Network Traffic
Emulator program (Nsasoft, 2014).

e Computer B—the packet router (enabling to generate
additional traffic).

e Server—the AQM packet router.

e linkl—FastEthernet (100Mb/s) link RTT = 0.5
ms (Round Time Trip between Computer A and
Computer B).

e link2—FastEthernet (100Mb/s) link RTT = 5.6 ms
(Round Time Trip between Computer B and server).

e link to the Internet 516 kb/s (the connection between
the server and the Internet is a bottleneck).

During the test we observed the behavior of the RED
algorithm on the server.

Computer A Computer B Server

Fig. 8. Network used during our experiment.

The RED parameters had the following values:
e size of the queue = 25 packets,
e threshold Miny, = 5 packets,
e threshold Maxy, = 15 packets,

e weight determining the importance of the
instantaneous queue length w = 0.002.

The REDwM parameters had the following values: a; =
0.08, a2 = 0.0014, b; = 0.001.

We observed the mean length of the queue, waiting
times and the number of dropped packets for three kinds
of experiments:

e AQM behavior for TCP flows,
e AQM behavior for UDP flows,

e AQM behavior for mixed (TCP and UDP) flows.
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Fig. 9. Waiting times for the RED and REDwM algorithms and
the TCP traffic.
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Fig. 10. Waiting times for the RED and REDwM algorithms
and the UDP traffic.

For all analyzed cases the rate of packet generation was
2000 packets per second.

Figures QHIT] show the waiting times for RED and
RED with modified weighted moving average algorithms.
For each type of traffic the obtained waiting times were
better for RED with modifications.

In the case of TCP traffic the difference between
the results (number of dropped packets, average waiting
times, average queue length) obtained for RED and
REDwM is not significant (see Table[T)). For the REDWM
mechanism the probability of dropping packets is slightly
bigger than for the RED one. The distributions of the
queue length show that the buffer is not overloaded for
TCP in contrast to the presence of UDP (see positively
skewed histograms in Figs.[I2] and [I3] and the negatively
skewed histogram in Fig.[I4). Either the RED mechanism
or the REDwWM one works very well with TCP and
therefore the losses are not significant (less than 1%).

For the mixed traffic and especially for the UDP

waiting times

RED ——
REDWM ——

le+07 2e+07 3e+07 4e+07 5e+07 6e+07 Te+07 Time

Fig. 11. Waiting times for the RED and REDwM algorithms
and the mixed (TCP and UDP) traffic.

Table 1. Obtained results: number of dropped packets (%), ave-
rage waiting times (ms), and average queue length.

| Source | Algorithm | Drop. | Waiting | Length |
TCP RED 0.05 4.64 12.29
REDwM 0.06 4.49 11.64
UDP RED 18.81 10.51 24.80

REDwM | 18.95 8.95 21.40
UDP+TCP RED 17.74 10.04 22.85
REDwWM | 17.82 8.35 18.54

one, the waiting times are greater (compared with the
results for TCP traffic). The waiting times for the REDwWM
mechanism are smaller than for the RED one. For the UDP
traffic the difference is about 1.5 ms, which gives 15% of
the entire waiting time for RED.

For TCP traffic AQM mechanisms reject not many
packets, but in the case of mixed traffic and the UDP one
the losses are significant.

7. Conclusions

Many extensions of the classic RED algorithm have been
considered in the past. Some of them have been based
on modifications of the probability of packed dropping
function (Floyd et al., 2001; Zhou et al., 2006; Domanska
and Domanski, 2008; Augustyn er al., 2010a; 2010b;
Domariska et al., 2012). The improvement proposed
in this article is new and can be combined with the
previously proposed alternatives.

This approach, named REDwM, is based on a
proposed simple dynamical discrete model for obtaining
the average packet queue length. The linear difference
equation was proposed to compute the average length.
The optimal values of equation coefficients were found
during minimization of the score function. The achieved
results obtained in OMNET-based numerical experiments
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Fig. 12. Queue distribution for the RED algorithm and the TCP
traffic.
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Fig. 13. Queue distribution for the REDwWM algorithm and the
TCP traffic.

are better than those from the classical RED approach (for
the assumed score function based on the mean waiting
time).

In this article we additionally presented the behavior
of this mechanism involving real working routers. We
presented advantages of active queue management for
Linux-based routers. We implemented two variants of
RED algorithms (classic RED and REDwM). We also
demonstrated that the influence of our RED modifications
upon the behavior of the router queue for TCP,
UDP, and mixed (TCP, UDP) traffic was significant.
The conducted experiments showed advantages of the
proposed algorithm with a modified weighted moving
average of the queue (REDwM). The proposed algorithm
will make better usage of RED mechanisms for soft
real-time transmissions.

The designed experimental environment allowed
easy addition of AQM mechanisms in Linux.
Unfortunately, the simplicity of the solution caused

Probability
- —TTTTTT

0.8

Queue length

Fig. 14. Queue distribution for the REDwWM algorithm and the
TCP+UDP traffic.

large delays (packets must be shifted between the kernel
and user spaces). Adapting the presented mechanisms to
soft real-time transmission will require making the packet
discard a decision in the kernel.
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