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Nowadays, multiclassifier systems (MCSs) are being widely applied in various machine learning problems and in many
different domains. Over the last two decades, a variety of ensemble systems have been developed, but there is still room
for improvement. This paper focuses on developing competence and interclass cross-competence measures which can be
applied as a method for classifiers combination. The cross-competence measure allows an ensemble to harness pieces of
information obtained from incompetent classifiers instead of removing them from the ensemble. The cross-competence
measure originally determined on the basis of a validation set (static mode) can be further easily updated using additional
feedback information on correct/incorrect classification during the recognition process (dynamic mode). The analysis of
computational and storage complexity of the proposed method is presented. The performance of the MCS with the proposed
cross-competence function was experimentally compared against five reference MCSs and one reference MCS for static
and dynamic modes, respectively. Results for the static mode show that the proposed technique is comparable with the
reference methods in terms of classification accuracy. For the dynamic mode, the system developed achieves the highest
classification accuracy, demonstrating the potential of the MCS for practical applications when feedback information is
available.
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1. Introduction

A multiclassifier system or an ensemble classifier system
is a set of individual classifiers whose decisions are
combined in order to produce a final decision of the
system (Wozniak et al., 2014). There are a few
main reasons for combining multiple classifiers into one
classification system. First, the process of classifier
learning can be seen as exploration of the hypothesis space
in order to find the best hypothesis that fits the training
data. A single classifier can search only a limited subspace
of the hypothesis space, so harnessing a set of diverse
classifiers can extend a subspace searched by the whole
system (Dietterich, 2000). A limited set of training data
may result in finding a set of hypotheses which achieve the
same classification quality on the training/validation data.
Combining outputs of these classifiers prevents the system
from choosing the wrong classifier (Dietterich, 2000). The
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idea of building ensemble systems has been being widely
explored over the last two decades and it still has a great
potential (Jurek et al., 2013; Dietterich, 2000; Wozniak
et al., 2014). Multiclassifier systems proved to be an
efficient tool for solving classification problems across
domains such as bioinformatics (Plumpton, 2014; Fraz
et al., 2012), economy (Hsieh and Hung, 2010) and many
more (Wozniak et al., 2014). Ensemble systems have been
extensively adopted to machine learning problems such as
multi-label learning (Tsoumakas et al., 2010) and on-line
learning (Plumpton, 2014).

Basically, the process of creating an ensemble
classifier consists of two main phases: ensemble building
and output combination (Dietterich, 2000; Wozniak et al.,
2014). The main goal of the ensemble building step is to
provide the system with a set of accurate (the classification
quality of an accurate classifier is higher than the
quality of a random guessing) and diverse (roughly
speaking, diverse classifiers make different errors on a

pawel.trajdos@pwr.edu.pl


176 P. Trajdos and M. Kurzynski

set of new objects) classifiers. The diversity of base
classifiers is even more important than their high accuracy
because extending an ensemble with new classifiers
whose error patterns are identical provides no additional
information to the classification committee (Dietterich,
2000). There are two common ways of building a
diverse ensemble. One is to construct a heterogeneous
ensemble which consists of classifiers based on different
learning paradigms (Tahir et al., 2012). The other is to
build a set of homogeneous classifiers (the same learning
paradigm) which are learned on different training sets.
The most widely used methods of creating homogeneous
ensembles are bagging (Breiman, 1996), boosting (Freund
and Shapire, 1996) and random subspaces (Plumpton
et al., 2012).

The second step of the ensemble building process is
to develop a combination method (a combiner). Basically,
there are two methods of building the combiner, namely,
output weighting methods and meta-learning (Rokach,
2010). The output weighting methods can be essentially
divided into (Rokach, 2010)

• voting based (Kuncheva and Rodríguez, 2014)
and support based (Kittler, 1998; Valdovinos and
Sánchez, 2009),

• trainable (Kuncheva and Rodríguez, 2014) and
untrainable (Kittler, 1998),

• static (Kuncheva and Rodríguez, 2014; Kittler,
1998) and dynamic (Valdovinos and Sánchez, 2009;
Woloszynski and Kurzynski, 2011).

In the meta-learning methods there is a need to train
at least two levels of classifiers. Those on the first
level are trained using object description and the ones
on higher levels are trained using outputs of classifiers
from the lower level (Kuncheva, 2004; Wolpert, 1992).
Sometimes, before the final output combination step
is performed, a pruning step is applied. During the
pruning phase inaccurate classifiers are removed from the
ensemble (Woloszynski and Kurzynski, 2011; Dai, 2013).

In various practical tasks of classification we are
faced with a situation in which, in the process of
recognition, additional information is available about
the correct/incorrect classification. This information
(hereinafter called feedback information) may come from
an expert who continuously monitors the recognition
system and evaluates it (e.g., in medical diagnosis or
industrial inspection), or may arise from a specific nature
of the object being recognized. An example of the
latter situation is recognition of patients’ intention to
move hand bioprosthesis while grasping objects based
on analysis of biosignals (EMG, MMG, EEG). In this
case, sensory feedback from the contact of prosthesis with
the grasped object is able to provide information about

the correctness of grasping movement classification or, if
misclassification is made, this information can determine
the group of classes of grasping movements into which the
correct grip belongs (Kurzynski et al., 2014).

The aim of this paper is to introduce and
provide an evaluation of a novel method of classifier
combination based on the original competence measure.
For the calculation of the competence, various
performance estimates are used, such as local accuracy
estimation (Didaci et al., 2005), the Bayes confidence
measure (Huenupán et al., 2008), multiple classifier
behaviour (Giacinto and Roli, 2001), the oracle based
measure (Ko et al., 2008), methods based on relating that
of the classifier with the response obtained by random
guessing (Woloszynski et al., 2012) or the randomized
classification model (Woloszynski and Kurzynski, 2011),
among others.

Regardless of the interpretation, the competence
measure evaluates the classifier ability to correct
an activity (correct classification) on a defined
neighbourhood or a local region. The proposed
competence measure evaluates both the local
probability of correct classification and probabilities
of class-dependent misclassification using the concept
of a randomized reference classifier (Woloszynski and
Kurzynski, 2011) and a local fuzzy confusion matrix.
Such an idea of cross-competence measure allows the
ensemble to exploit even the activity of incompetent
classifiers instead of removing them from the ensemble.
This measure can also be easily tuned in the course of a
recognition process if feedback information is available.

The paper is organized as follows. Section 2 provides
a mathematical model of the proposed cross-competence
measure and presents an algorithm of dynamic updating of
the measure. The experiments conducted and the results
with a discussion are presented in Section 3. Section 4
concludes the paper.

2. Theoretical framework

2.1. Preliminaries. The multiclassifier system consists
of a given set of trained classifiers Ψ = {ψ1, ψ2, . . . , ψL}
called base classifiers. A base classifier is a function ψl :
X → M that performs mapping from the feature space X
(X is considered to be an n-dimensional space) to a set of
class labels M = {1, 2, . . . ,M}. We adopt the canonical
model of a classifier (Kuncheva, 2004), which means that
for a given x ∈ X the base classifier ψl produces a vector
of class supports dl(x) = [dl1(x), dl2(x), . . . , dlM (x)].
The dlk(x) is the support that classifier ψl gives to the
hypothesis that the object x belongs to the class k. With
no loss of generality, it can be assumed that the support
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vector satisfies the following conditions:

dli(x) ≥ 0, ∀ l, i, (1)
M∑

i=1

dli(x) = 1, ∀ l. (2)

When the above conditions are not satisfied, the original
support vector must be normalized using, for example,
the soft-max rule (Kuncheva, 2004). The final decision
is made according to the maximum rule

ψl(x) = arg max
1≤i≤M

dli(x). (3)

Now, our purpose is to propose a combining method
using a trainable scheme for determining the MC system.
In other words, it is assumed that a validation set

V = {(x1, j1), (x2, j2), . . . , (xN , jN )} , (4)

xk ∈ X , jk ∈ M containing feature vectors and their
corresponding class labels is available for learning the
combination function of base classifiers.

2.2. Combination function. The proposed
combination function is based on an assessment of
the probability of classifying an object x ∈ X to class
i ∈ M by the base classifier ψl. Such an approach
requires a probabilistic model which assumes that the
result of classification i ∈ M of object x by base
classifier ψl, true class number j ∈ M and feature
vector x ∈ X are observed values of random variables
Il(x), J,X , respectively. Random j and x being the basis
of a Bayesian model of the classification task mean that
the prior probabilities of classes

P (J = j) = P (j), j ∈ M, (5)

and class-conditional probability distribution of features

P (x|j) = Pj(x), x ∈ X , (6)

exist.
Random ψl(x) = i for a given x denotes that base

classifier ψl is a randomized classifier which is defined by
the conditional probabilities P (ψl(x) = i) = Pl(i|x) ∈
[0, 1] (Berger and Berger, 1985). For a deterministic
classifier, these probabilities are equal to 0 or 1.

The natural concept for the support of the j-th class
is its a posteriori probability, which (under the adopted
model) can be expressed as follows:

Pl(j|x) =
M∑

i=1

Pl(i, j|x) =
M∑

i=1

Pl(i|x)Pl(j|i, x), (7)

where Pl(j|i, x) denotes the probability that an object x
belongs to the class j given that ψl(x) = i.

Unfortunately, the assumption that the base
classifiers assign a class label in a stochastic manner has
little or no practical use, and hence it should be avoided.
For this reason, we replace analysis of probabilistic
properties of base classifier ψl with its equivalent
randomized form called a randomized reference classifier
(RRC) (Woloszynski and Kurzynski, 2011). RRC
ψ
(RRC)
l for a given x produces random class supports

whose expected values are equal to the supports produced
by the modelled base classifier ψl. This means that
ψ
(RRC)
l acts, on average, as base classifier ψl; hence

probabilities P (ψ(RRC)
l (x) = i) = P

(RRC)
l (i|x) can be

used in (7) instead of probabilities Pl(i|x), viz.

P
(RRC)
l (i|x) ≈ Pl(i|x). (8)

In turn, the approximation of probabilities Pl(j|i, x),

m
(ψl)
ji (x) ≈ Pl(j|i, x), (9)

can be calculated using a local confusion matrix of
ψl, i.e., the matrix of class-dependent frequencies
of classification by ψl in the neighbourhood of x.
Approximations m(ψl)

ji (x) for i = j can be considered
to be class-dependent competence and for i �= j interclass
competence (cross-competence). This interpretation leads
to the following conclusions:

• m
(ψl)
ji (x) values are interrelated; therefore it is

difficult to define a threshold of competence (usually
equal to the probability of random guessing) in
the combining mechanism above which the base
classifier becomes a member of the classifier
ensemble;

• a high value of cross-competence indicating a
malfunction of the classifier (the classifier is
incompetent) does not mean that the classifier should
be removed from the ensemble. Information about
the erroneous operation of the base classifier can be
useful in making the final decision by the ensemble.
For example, if the classifier instead of class 3
often indicates erroneously class 2 and for a given
x support for class 2 is high, then in the mechanism
of combining this fact should be transferred into
increasing support for class 3.

Consequently, we get support for class j (j ∈
M) produced by the base classifier ψl at a point x as
approximated value of probability (7), namely,

dlj(x) =

M∑

i=1

m
(ψl)
ji (x)P

(RRC)
l (i|x). (10)

In the next subsections, methods of calculation of
the approximations (8) and (9) used in this study will be
presented in detail.
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2.3. Randomized reference classifier. A base
classifier ψl is modelled by a randomized reference
classifier (RRC), which is a stochastic classifier defined
using a probability distribution over the set of class labels
M. The RRC ψ

(RRC)
l classifies object x according

to the maximum rule (3) for a vector of class supports
[δl1(x), δl2(x), . . . , δlM (x)] which are observed values
of random variables (rvs) [Δl1(x),Δl2(x), . . . ,ΔlM (x)].
The probability distribution of rvs is chosen in such a way
that the following conditions are satisfied:

Δlj(x) ∈ (0, 1), (11)
M∑

j=1

Δlj(x) = 1, (12)

E [Δlj(x)] = dlj(x), j ∈ M, (13)

where E is the expected value. The conditions (11) and
(12) follow from the normalisation properties of class
supports while the condition (13) relates the RRC ψ

(RRC)
l

to base classifier ψl, ensuring their equivalence.
Since the RRC performs classification in a stochastic

manner, it is possible to calculate the probability of
classification an object x to the i-th class:

P
(RRC)
l (i|x) = Pr [∀k=1,...,M, k �=i Δli(x) > Δlk(x)] .

(14)
The most important step in the process of building

the RRC is the choice of probability distributions for rvs
Δlk(x), k ∈ M so that the conditions (11)–(13) are
satisfied. In this study we use beta distributions with
parameters αli(x), βli(x), i ∈ M. The justification
of the choice of the beta distribution resulting from the
theory of order statistics and a detailed description of
parameter estimation of α, β can be found in the work
of Woloszynski and Kurzynski (2011).

For the beta distribution, we get the following
formula for the probability (14):

P
(RRC)
l (i|x) =

∫ 1

0

b(u, αli(x), βli(x))

×
[ M∏

j=1
æ�=i

B(u, αlj(x), βlj(x)
]
du,

(15)

where B(·) is a beta cumulative distribution function.
The MATLAB code for calculating the probabilities
(15) was developed and is freely available for
download (Woloszynski, 2013). It should be noted
that to determine the probability (15), a validation set
is not necessary, because it does not need to know the
correct classification of the object x.

2.4. Local confusion matrix. A confusion matrix
(CM) gives the complete picture of correct and

incorrect classification made by classifiers ψ for separate
classes (Devroye et al., 1996). The rows (columns)
correspond to the true classes (results of classification
made by classifier ψl), as shown in Table 1. The
values of elements in the matrix depend on the adopted
model of classification and data available. For the
probabilistic model with known probability distributions
(5), (6) and deterministic classifier ψl, matrix elements
can be calculated as follows (i, j ∈ M):

ε
(ψl)
j,i = P (i, j) = P (j)

∫

X
P (x|j)R(ψl)

i (x) dx, (16)

where

R
(ψl)
i (x) =

{
1 if ψl(x) = i,
0 otherwise

(17)

signifies the indicator of decision region D(ψl)
i =

{x ∈ X : ψl(x) = i} of classifier ψl.

Table 1. Multiclass confusion matrix of classifier ψl.

classification by ψl
1 2 . . . M

1 ε
(ψl)
1,1 ε

(ψl)
1,2 . . . ε

(ψl)
1,M

true 2 ε
(ψl)
2,1 ε

(ψl)
2,2 . . . ε

(ψl)
2,M

class
...

...
...

...

M ε
(ψl)
M,1 ε

(ψl)
M,2 . . . ε

(ψl)
M,M

If, as in this study, a randomized classifier is used,
then

R
(ψl)
i (x) = P

(RRC)
l (i|x), (18)

and decision region D(ψl)
i can be interpreted as a fuzzy set

with its membership function equal to P (RRC)
l (i|x).

In the real world, the probability distributions (5) and
(6) are not known, while the validation set (4) is available.
In such a case, entries of the confusion matrix must be
defined so as to constitute an empirical approximation of
theoretical entries (16). For this purpose, let us first define
the following subsets of the validation set in the common
convention of fuzzy sets:

Vj =
{
(μVj (xk) = 1, xk) : xk ∈ V ∧ jk = j

}
, (19)

which denotes the subset of validation objects belonging
to the j-th class (j ∈ M), and

D(ψl)
i =

{
(μD(xk) = P

(RRC)
l (i|xk), xk) : xk ∈ V

}
,

(20)
which is decision set (i ∈ M) of randomized classifier ψl
in the validation set V .

The sets (19) and (20) can be used to approximate
confusion matrix entries (16), namely,

ε̂
(ψl)
j,i =

∣∣Vj ∩ D(ψl)
i

∣∣
∑M

j=1 |Vj |
=

∑
xk∈Vj

P
(RRC)
l (i|xk)
N

, (21)
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where |A| is the cardinality of a fuzzy set A (Mamoni,
2013).

The confusion matrix for a point x ∈ X or a local
confusion matrix has the structure shown in Table 1,
while matrix entries describe the correct and incorrect
classification for separate classes made by classifier ψl
only in the neighbourhood N (x) of point x ∈ X . This

means that, in order to calculate matrix element ε(ψl)
j,i (x)

according to the formula (16), instead of the integral over
the whole feature space X one must take the integral over
the neighbourhood N (x) of the given point x.

For the empirical case when validation set V is given,
defining, as before, the neighbourhood N (x) as a fuzzy
set in the validation set,

N (x) =
{
(μN (x)(xk), xk), xk ∈ V

}
, (22)

we get the following formula for the approximation of
local confusion matrix entry ε(ψl)

j,i (x):

ε̂
(ψ)
j,i (x) =

∣∣Vj ∩ D(ψl)
i ∩ N (x)

∣∣
∑M

j=1 |Vj |
. (23)

The key element of the approximation (23) is the
definition of neighbourhood N (x) or its membership
function in (22). In this study, the Gaussian membership
function is adopted,

μN (x)(xk) = exp(−γδ(xk, x)2), (24)

where γ ∈ R
+ and δ(xk, x) is the Euclidean distance

between xk and x. The preliminary experimental
evaluation showed that the best results are obtained when
γ is set to 1. Such a neighbourhood model means
that supp(N (x)) = V and μN (x)(xk) is a membership
function decreasing with the increasing distance between
x and xk.

Finally, from (23) and (24) we get

ε̂
(ψl)
j,i (x) =

∑
xk∈Vj

P
(RRC)
l (i|xk) exp(−γδ(xk, x)2)

N
.

(25)
and the approximation (9) of Pl(j|i, x) can be calculated
as a normalized value of (25), namely,

m
(ψl)
ji (x) =

ε̂
(ψl)
j,i (x)

∑M
j=1 ε̂

(ψl)
j,i (x)

. (26)

The block-diagram of the proposed method for
calculating the probabilities (7) as class supports of
base classifier (ψl) at a test point x is presented in
Fig. 1. An important role in the algorithm is played
by randomized reference classifier, used for calculation
of approximation of probabilities P (ψl = i|x) and
for the confusion matrix. A characteristic feature of
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Fig. 1. Block-diagram of the proposed method for calculating
class supports of the base classifier.

the proposed method is that it integrates in a single
discriminant function both the paradigm of the base
classifier activity and its ability of correct classification
(competence) evaluated using a validation set. This
means that in the combining procedure of the MCS
only the majority voting scheme (on the class or the
support level) can be implemented. For comparison,
the flowchart of a literature method (Woloszynski and
Kurzynski, 2011) for combining base classifiers in an
MCS is shown in Fig. 2. The method, although uses
the same concept of the RRC, is based on a completely
different scheme. In this approach the competence of
the base classifier is calculated and the whole procedure
can be divided into the following two steps. First the
set of competences at all points of the validation set is
calculated; second, the competence measure (function)
of the classifier is constructed. This construction is
based on extending (generalizing) the competence set to
the entire feature space. In other words, this step can
be considered a problem of supervised learning of the
competence function using the competence set. So, as
a result, we separately obtain class supports produced
by base classifier ψl and its competence at the point x.
Consequently, in the MCS, both selection (according to
the DCS and the DES scheme) and fusion methods can be
used. From this point of view, the method developed in
this study is less flexible, but one should remember that
when applying this method we can use all base classifiers
(even incompetent) and therefore selection procedure is
not necessary.

Given (7) it is obvious that Pl(j|x) can also be
approximated using only the local confusion matrix.
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Fig. 2. Block-diagram of the RRC-based reference method for
calculating the competence of the base classifier.

However, it was decided to employ the way of
approximation using the point approximation (15). This
decision was made due to the fact that approximation
provided solely by the confusion matrix is less accurate
because the approximation of Pl(i|x) provided by (15)
is a point approximation. On the other hand, the
approximation obtained using solely the confusion matrix
is utilized (see Eqn. (7)) when random variables I and J
are conditionally independent given x (a classifier whose
output is modelled as I is a random guessing classifier).

2.5. Competence tuning based on feedback in-
formation. A method of competence tuning for the
RRC was proposed by Kurzynski and Wolczowski
(2012). The approach is a particular case of the
on-line learning problem (Blum, 1998). First, the set
of class labels M is divided into disjoint subsets Mk

by domain experts. In training and validation stages,
the ensemble is learned and the competence model is
built. Then, in the classification stage, it is assumed
that feedback information is available, which provides us
with information related to correct/incorrect classification.
When the classification outcome is correct, the feedback
information confirms the prediction. In the case of
incorrect classification, the feedback delivers the number
of the subset Mk to which the classified object belongs.

The method proposed in this paper can also be tuned
using feedback information. The algorithm of tuning the
combination function consists in adding new objects into
the validation set. Object xn is located in an appropriate
fuzzy set Vj with membership degree μVj (xn) depending
on feedback information. If object xn was correctly
classified to class j, i.e., in = j, then μVj (xn) = 1. On
the other hand, if we know from the feedback information
that the object xn belongs to the class from the set Mk and
its classification was incorrect, then the value of μVj (xn)
is 1/|Mk| for all classes belonging to the set Mk.

Algorithm 1. Pseudocode of validation set update: FCM.
Require: x: classified point,

ψl: base classifier,
i: result of classification of x by ψl,
j: true class of x,
Mk: subset of the classes determined by feedback
information

1: if i = j then
2: μi(x) := 1
3: μn(x) = 0, ∀n ∈ {1, 2, . . . ,M} \ i
4: else if i ∈ Mk(x) then
5: μi(x) := 0
6: μn(x) :=

1
|Mk(x)|−1 , ∀n ∈ Mk(x) \ i

7: μm(x) := 0, ∀m /∈ Mk(x)

8: else
9: μn(x) :=

1
|Mk(x)| , ∀n ∈ Mk(x)

10: μm(x) := 0, ∀m /∈ Mk(x)

11: end if
12: V := V ∪ (x, (μn(x)) , n ∈ {1, 2, . . . ,M}
13: return V {Updated validation set}

The whole procedure of extending validation set V
during the classification stage is presented in Algorithm 1
in detail.

2.6. Computational complexity. This section is
devoted to theoretical analysis of computational and
storage complexity of the proposed method (we denote
this approach by the FCM, which stands for the fuzzy
confusion matrix). Additionally, the complexity of the
FCM system is compared against the method proposed by
Woloszynski and Kurzynski (2011) (RRCS: randomized
reference classifier system). During the analysis, we
provide a description of the complexity of each of four
main stages of the procedures, that is, training, validation,
inference and parameter tuning.

Before we proceed, let us make a set of assumptions
which are aimed at simplifying the analysis. First of all,
we study multiclassifier systems based on homogeneous
ensembles. Each base classifier of these committees
is considered to be trained using a bootstrap sample
taken from the training set T , and the cardinality of
the samples is equal to that of the original training
set |T |. As a consequence, the complexity of the
training, inference and storage of the committee, which
consists of L base classifiers, is O (L× ct(|T |,M, n)),
O (L× ci(|T |,M, n)) and O (L× cm(|T |,M, n)),
respectively. The quantities ct(|T |,M, n)), ci(|T |,M, n)
and cm(|T |,M, n) represent respectively training,
inference and storage complexities of each base
classifier as functions of the training set cardinality,
the number of classes and the dimensionality of the
input space. The functions are specific to the base
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classifier upon which the committee is built. For
example, if we consider a naive (including computation
of all distances and finding nearest neighbours using
the quick sort algorithm) implementation of the
KNN algorithm, we get ct(|T |,M, n) = 1, as well
as ci(|T |,M, n) = |T |n + |T | × log2(|T |) and
cm(|T |,M, n) = |T |n.

The next phase is a validation procedure during
which a competence set is formed. In order to
construct this set, we need to get outcomes of the
base classifiers for each instance in the validation
set V . The computational burden of this operation
follows O (L× |V| × ci(|T |,M, n)). After that, both the

methods considered calculate probabilities P (RRC)
l (i|x)

according to Eqn. (15). The RRCS method calculates only
the probability of correct classification while the proposed
one computes probabilities for each class. Taking this into
consideration, the complexity is proportional to O(L ×
|V| × S ×M) and O(L × |V| × S ×M2), respectively,
where S is the length of the sequence which is used to
perform numerical integration. Since the FCM method
incorporates a more complex competence model, its
storage complexity (O(|V|× [d+L×M ])) is greater than
the complexity of the original RRC approach (O(|V| ×
[d+ L])).

In this paragraph we examine the computational
burden related to the classification of a single instance.
Similarly to the above-mentioned procedure, this one
begins with obtaining the outcome of base classifiers
(O (L× ci(|T |,M, n))). After that, the competence set
is employed to produce a final result. The RRCS uses a
general measure of competence, which is calculated as a
weighted mean of the competence coefficient related to
the points that constitute the competence set. The weights
are calculated using the Gaussian potential function (24).
To compute this mean value, the number of operations
proportional to O(|V|[n + L]) is required, and then the
final outcome takesO(M ×L) calculations. On the other
hand, the FCM system calculates class-specific measures
of competence and cross competence. As a result, the
complexity of this phase grows to O(|V|[n + M2L]).
The final support for this system is produced according
to Eqn. (10), which requires the number of operations that
follows O(M2L)

The complexity of the tuning procedure (for a single
instance) is identical for both investigated methods, and it
follows O(L×

[
ci(|T |,M, n) + S ×M2

]
).

3. Experiments

3.1. Experimental setup. The experimental study
was generally divided into two main stages. The first
one was aimed at comparing the static mode of the
proposed approach against state-of-the-art methods of
competence evaluation. The goal for the second stage

was to assess the effectiveness of utilization of feedback
information. Since the parameter tuning procedure is
performed during the classification phase, we called this
approach dynamic mode. A detailed description of the
performed experimental study is provided in the following
subsections.

3.1.1. Static mode. Most of the benchmark data sets
used in the experimental study were obtained from the
UCI Machine Learning Repository (Bache and Lichman,
2013). The original names of some sets from the
repository were shortened, i.e., wine quality red (wq_red),
wine quality white (wq_white), multiple features data set
(mfdig_x), Hill-Valley (HillVall), banknote authentication
(bank_auth), Urban Land Cover (ULC). The acute set
refers to the acute abdominal pain diagnosis problem
and comes from the Orthopaedic and Traumatologic
Surgery Clinic of Wrocław Medical Academy, and
it was described by Kurzynski (1987). During the
prepossessing stage, the datasets were normalized to have
zero mean and unit variance. Additionally, classes of
lowest cardinalities from the Ecoli, wq_white and wq_red
datasets, were removed. The training and testing sets were
extracted from original datasets using a ten-fold stratified
cross-validation. Table 2 shows summary information
related to transformed sets.

During the experiments, homogeneous and
heterogeneous classifier ensembles were evaluated.
The heterogeneous ensemble consists of the following
classifiers: the pruned tree classifier (Gini splitting
index) (Breiman et al., 1984), k-nearest neighbours
classifiers (k-NN) (Cover and Hart, 1967) with
k = 5, 10, 15, a single layer perceptron network with the
number of neurons in the hidden layer set to Nh = 5, 10,
a two-layer perceptron network with the number of
neurons in both the hidden layers set to Nhh = 5, 10,
respectively (Bishop, 1995), a linear SVM classifier
and SVM classifiers with radial, quadratic, sigmoid and
polynomial kernels (Scholkopf and Smola, 2001). Base
classifiers of the heterogeneous were trained using the
original training set. The homogeneous ensembles also
consist of 20 classifiers.

We used the same types of classifiers as in
the case of the heterogeneous ensembles. That is,
the first homogeneous ensemble is formed using 20
tree classifiers, the next one consists on 20 5-NN
classifiers, and so on. Each base classifier was trained
using a randomly selected bagging sample from the
original dataset. The proposed multiclassifier system
was compared with five state-of-the-art multiclassifier
systems. The first of them was a system with
a non-trainable combiner, namely, a simple mean
combiner (Kittler, 1998). The second method was the
DES-CS (Woloszynski and Kurzynski, 2011) system
based on the RRC classifier, and the remaining ones were
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the Dudani, Shepard and average distance weight (ADW)
combiners described by Valdovinos and Sánchez (2009).

During the experimental study the proposed method
is denoted by the FCM (fuzzy confusion matrix). We also
evaluated the ability of the proposed method to eliminate
the impact of inaccurate classifiers. This property is
particularly important for a multiclassifier system that
does not exclude the outcome of incompetent classifiers,
so we decided to perform an additional experiment
to assess the efficiency of the proposed method of
dealing with these classifiers. In order to conduct the
aforesaid evaluation, we employed ensembles that consist
of inaccurate random classifiers. Each of these classifiers
assigns an object to a class according to the uniform
probability distribution. Under such circumstances, the
prediction ability of the whole system relies only on
the conditional probability estimation Pl(i|x) computed
on the basis of the fuzzy confusion matrix. From this
perspective, the FCM can be seen as a kind of lazy
classifier.

3.1.2. Dynamic mode. For practical reasons, the
competence tuning method was evaluated using a subset
of original datasets. We eliminated binary classification
sets and sets in which the number of instances per
class was too low. The names of the selected sets
are highlighted in boldface in Table 2. In order to
perform dynamic parameter tuning, the original sets were
modified by adding artificial class groups. The class
groups were created using the following procedure. First,
positions of class centroids were computed. Then the
centroids were clustered using the hierarchical clustering
algorithm (Rokach and Maimon, 2005), and Ward’s
criterion was used as a merging criterion (Ward, 1963).
Assuming that the optimal number of clusters lies between
2 and M − 1, we determined the number of clusters using
the average silhouette index (Rousseeuw, 1987).

Anticipating the discussion related to the outcome of
the static experiment, we can say that both the proposed
static combiner and the RRC combiner achieved the best
performance using tree-based classifiers.

As a consequence, we decided to present only
results obtained using the aforementioned base classifiers.
As was mentioned in the previous subsection, the
experiments were conducted using a homogeneous
ensemble which consists of 20 base classifiers. To assess
the effectiveness of the dynamic mode of the investigated
classifiers, we applied an experimental procedure based
on the methodology which is characteristic of data stream
classification. Namely, the test-then-update procedure
that uses data chunks was employed (Gama, 2010).
The evaluation was conducted as follows. First, the
dataset was divided into 20 non-overlapping subsets using
stratified cross-validation. Then, the first chunk was used
to train multiclassifier systems. The subsequent chunks

Training
Fold

Folds for Validation & parameter update

Means

1 -- 2 3 4 ..... 20

2 1 -- 3 4 .... 20

20 1 2 3 4 .... --

Fig. 3. Fold-wide means computation.

were used to evaluate the classification performance, and
after that we utilized them to tune competence sets of
the evaluated systems. The procedure was repeated 20
times: in each turn, a new fold was used as a learning
set. Finally, according to Fig. 3, the mean classification
error was calculated for each fold. The obtained means are
compared by the Wilcoxon signed rank test (Wilcoxon,
1945; Demšar, 2006), and the significance level for
statistical comparison was set to λ = 0.05. We also
compared the relative difference between non-updatable
classifier and its updatable version. The difference was
computed using the following formula (fold and iteration
indices were omitted):

rd =

{ e− eu
e

if e > 0,

e− eu if e = 0,
(27)

where e and eu stand for the non-updatable and the
updatable classifier error, respectively. The relative
differences were computed for fold-wide means (Fig. 3).
Vectors of differences were compared using the two-tailed
paired Wilcoxon test. The comparison in terms of
the relative difference provides information about the
improvement achieved by the updatable version of the
classifier. We decided to compare updatable versions
of the combiners using the relative difference because
the comparison in terms of mean error is biased towards
the classifier whose untrainable version obtained better
performance.

Statistical evaluation of the obtained results was
assessed using the Wilcoxon signed rank test (p-values
were corrected using Holm’s procedure (Holm, 1979)),
the Friedman test (Friedman, 1940) and the two-tailed
Bonferroni–Dunn post-hoc test (Dunn, 1961; Demšar,
2006).

All of the experiments were conducted using the R
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Table 2. Dataset summary.
Name #dim #object #class Name #dim #object #class

iris 4 150 3 semeion 256 1593 10
wine 13 177 3 mfdig_fou 76 2000 10

wq_white 11 3651 3 mfdig_fac 216 2000 10
wq_red 11 1278 3 mfdig_zer 47 2000 10

acute 31 476 8 mfdig_pix 240 2000 10
Seeds 7 210 3 mfdig_kar 64 2000 10
Ecoli 7 327 5 mfdig_mor 6 2000 10

Faults 27 1940 7 ULC 146 675 9
Vertebral Column 6 310 3 bank_auth 4 1371 2

Breast Tissue 9 105 6 ionosphere 34 351 2
pima 8 767 2 spectF 44 267 2
Glass 9 213 6 fertility 9 100 2

HillVall 100 1212 2

environment (R Core Team, 2012).

3.2. Results and discussion.

3.2.1. Static mode. Due to space limitation, we
present only summary results connected to classification
performance of multiclassifier systems build upon
different base classifiers. The summarized outcome is
shown in Table 3. The table contains mean ranks
(average across the data sets) achieved by the evaluated
methods. Additionally, the average ranks are also
visualized in Fig. 4. The Friedman test and the post-hoc
Dunn–Bonferroni tests confirmed that in the case of
such base classifies as the KNN and MLP there was no
significant difference between the evaluated combiners.

On the other hand, the conducted experiments
demonstrated that for the tree-based and SVM-sigmoid
base classifiers the proposed method is in the group of
classifiers which achieved significantly better results. In
contrast to the above-mentioned outcome, in the case
of the heterogeneous and SVM-radial classifiers, the
classification quality obtained by the proposed method
is significantly lower. The paired test showed that the
performance of the proposed method does not differ
significantly among most of benchmark sets. Taking
these results under consideration, we can conclude that
the proposed algorithm obtained the highest classification
quality for the tree-based ensemble and the lowest
performance is achieved for the heterogeneous committee.

More precise results for these ensembles are
provided in Tables 4 and 5. A detailed look at
the presented tables leads to a conclusion that the
proposed model of class-dependent competence and
cross-competence is sensitive to the form of the decision
sets produced by base classifiers. This phenomenon
can be observed in Table 3, and the best examples are
SVM-based classifiers. The results indicate that the
change of the kernel function leads to a substantial change

in overall performance. What is more, the introduced
procedure is unable to take benefits of combining
base classifiers built upon different learning paradigms.
However, in general, the FCM approach achieved a
classification quality comparable to that to state-of-the-art
algorithms.

The experimental study confirmed our claim that
the proposed method has the ability to correct the
outcome of an inaccurate classifier (see Section 2.4 and
Eqn. (7)). The mean error rates presented in Table 6
clearly showed that even in the worst case scenario (that is,
the ensemble consists of random guessing classifiers) the
performance of the introduced algorithm is significantly
higher than that of remaining approaches. What is more,
results obtained by the FCM combiner are comparable
to those obtained using non-random-guessing ensembles
(Tables 4 and 5). However, it must be noted that in
most real-world applications ensembles do not contain
inaccurate classifiers (Dietterich, 2000). The experiment
also revealed that the conditional probability estimation
computed using the fuzzy confusion matrix can be
considered a standalone MAP (maximum a posteriori)
classifier. In consequence, inaccurate classifiers were
eliminated from the ensemble by substituting their
predictions by outcomes of the corresponding lazy
classifiers, so the quality of classification was higher
in comparison with methods which simply remove the
inaccurate classifier. On the other hand, it should be
emphasized that in the scenario considered the diversity
of the system must have been low. The reason
behind this situation is the fact that all random-guessing
base classifiers were evaluated on a single validation
set. Consequently, all conditional probabilities were
calculated using the same model.

3.2.2. Dynamic mode. The results of the experiments
related to ensemble parameter tuning are shown in
Tables 7 and 8. The header of each table contains,



184 P. Trajdos and M. Kurzynski

Table 3. Classification quality: mean ranks (lower is better). The critical difference (Bonferroni correction) is CDλ=0.05 = 1.363. ↑/↓
means that the method is significantly better/worse than the proposed one. The lowest rank for each classification committee
is highlighted in boldface.

Base classifier class no. FCM (1) RRC (2) Mean (3) Dudani (4) ADW (5) Shepard (6)

Heterogeneous 1 5.240 3.600↑ 3.120↑ 2.340↑ 3.920 2.780↑
Tree 2 2.480 3.220 3.280 4.220↓ 4.120↓ 3.680

KNN-5 3 4.040 4.500 2.780 3.420 3.400 2.860
KNN-10 3 3.900 4.520 3.340 2.740 3.420 3.080
KNN-15 5 3.220 4.480 3.080 3.120 3.740 3.360
MLP_5 6 3.820 4.360 3.060 3.480 3.640 2.640

MLP_10 7 4.040 4.020 3.380 3.120 3.340 3.100
MLP_5_5 8 3.820 4.400 3.360 2.760 3.500 3.160

MLP_10_10 9 3.660 5.020 3.400 2.620 2.960 3.340
SVM-linear 10 4.360 4.300 2.920↑ 2.960↑ 3.600 2.860↑
SVM-radial 11 4.880 4.620 3.280↑ 2.680↑ 2.820↑ 2.720↑

SVM-sigmoid 12 2.720 3.320 3.620 4.140↓ 3.820 3.380
SVM-square 13 4.600 3.800 3.120↑ 2.800↑ 3.360 3.320
SVM-cubic 14 4.660 4.080 2.980↑ 3.120↑ 3.320 2.840↑
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Fig. 4. Visualization of the average ranks: base classifiers and
MCSs are numbered according to Table 3.

among others, the names of the compared algorithms. To
distinguish static and dynamic versions of the investigated
algorithms, we used a naming convention according to
which updatable variants of the FCM and the RRC were
denoted by the FCMU and the RRCU, respectively.

Table 7 is divided into two main sections. The first
one presents the mean classification error and the standard
deviation of the classification error which were obtained
by the evaluated classifiers. The second one provides
us with the p-values related to the Wilcoxon test which
was performed to separately compare performance on
each dataset. The results proved that, on most datasets,
parameter tuning results in a significant improvement in

terms of classification accuracy. Consequently, the overall
efficiency of the dynamic systems also turned out to be
significantly better. The outcome of the Wilcoxon testing
procedure, which confirms the aforesaid improvement is
provided in the last row of the table (denoted as Wilcox
p-Val). The mean ranks also support this observation. The
results demonstrate as well that the proposed updatable
method is significantly better at λ = 0.1 in terms of the
mean classification error, although there is no significant
difference in the static mode. The outcome proves that
when the number of training examples is relatively low,
namely, 5% of the original number of instances, the
proposed method achieves better results than the original
updatable RRC combiner.

The results of comparison, in terms of the mean
relative difference, are presented in Table 8, also divided
into two sections. The first presents the mean relative
difference for each benchmark set (a negative result means
that on the given set the classification quality of the
updatable combiner was lower in comparison with the
static system). The performed statistical test revealed
the differences between algorithms on a majority of sets
are significantly different. Contrary to this result, the
overall difference does not vary significantly between
the evaluated methods of competence tuning (the p-value
presented in the last row of the analysed table). However,
the mean ranks may suggest that the FCMU combiner
performs slightly better (in the case of the relative
difference the higher rank stand, for a better improvement
rate).

4. Conclusions

In this study a multiclassifier combination method was
developed. The method is based on the random reference
classifier and the local fuzzy confusion matrix. We
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Table 4. Mean error rate ± standard deviation for the tree ensemble. ↑/↓ means that the method is significantly better/worse than the
proposed one (λ = 0.05). For each set the lowest classification error is highlighted in boldface.

Set name FCM RRC Mean Dudani ADW Shepard
Breast Tissue .294±.149 .310±.124 .298±.109 .308±.140 .272±.091 .263±.135

Ecoli .134±.044 .143±.067 .165±.067 .156±.066 .149±.055 .150± .064
Faults .246±.024 .260±.044 .287±.043 .291±.029 .277±.033 .276±.038
Glass .273±.088 .295±.088 .257±.059 .237±.073 .269±.083 .246±.077

HillVall .424±.057 .427±.049 .426±.060 .427±.034 .425±.038 .431±.054
Seeds .081±.081 .105±.063 .090±.035 .086±.049 .067±.051 .086±.054
ULC .214± .052 .167±.025 .166±.043↑ .173±.037 .173±.020 .167±.049

Vertebral Column .148±.051 .181±.057 .155±.056 .158±.051 .177±.061 .181±.038
acute .138±.046 .158±.045 .136±.049 .156±.059 .156±.073 .134±.067

bank_auth .018±.016 .028±.014 .032±.019 .028±.012 .033±.020 .026±.016
fertility .167±.106 .119± .034 .119±.034 .119±.034 .119±.034 .119±.034

ionosphere .100±.039 .083±.059 .094±.045 .105±.043 .103±.041 .097±.043
iris .053±.028 .033±.035 .060±.058 .067±.063 .060±.058 .060±.058

mfdig_fac .036±.011 .101±.022↓ .138±.035↓ .140±.027↓ .138±.039↓ .139±.028↓
mfdig_fou .204±.033 .245±.036↓ .265±.038 .266±.034↓ .271±.033↓ .271±.031↓
mfdig_kar .036±.013 .181±.027↓ .213±.038 ↓ .225±.029↓ .220±.025↓ .229±.037↓

mfdig_mor .283±.026 .298±.026 .291±.020 .297±.023 .302±.028 .295±.023
mfdig_pix .026±.009 .107±.022↓ .131±.031↓ .137±.029↓ .141±.026↓ .136±.041↓
mfdig_zer .215±.013 .299±.029↓ .311±.022↓ .319±.026↓ .317±.024↓ .321±.027↓

pima .246±.042 .237±.038 .232±.029 .225±.028 .235±.034 .248±.028
semeion .081±.024 .249±.034↓ .318±.035↓ .305±.044↓ .318±.039↓ .318±.032↓

spectF .292±.077 .194±.070 .187±.052 .213±.048 .202±.043 .187±.058
wine .050±.061 .084±.102 .107±.116 .074±.091 .095±.133 .073±.123

wq_red .387±.029 .365±.045 .371±.031 .387±.033 .375±.032 .377±.028
wq_white .401±.023 .418±.022 .427±.027 .425±.029 .427±.030 .424±.025↓
Avg. rank 2.480 3.220 3.280 4.220 4.120 3.680

harnessed the local confusion matrix to compute classifier
competence and cross-competence. The experimental
evaluation confirmed that the cross-competence measure
allows us to utilize information from classifiers, which
consistently misclassified some patterns. Moreover, the
combiner is able to substitute the output of inaccurate
classifiers by the output computed using local confusion
matrix.

Our experiments showed that, even if the
classification committee consists of random-guessing
classifiers, the classification quality achieved by the entire
system is still significantly better than random guessing.
Those properties, combined with the ability to tune its
parameters, suggests that the proposed model can be an
effective tool in stream data classification. However,
its performance in this field must be carefully assessed.
The obtained results are promising, so we are willing
to continue our work in order to improve the proposed
algorithm.
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