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Synergetic control is proposed for heating, ventilating and air-conditioning (HVAC) system control. The synergetic con-
troller is developed using the nonlinear model of the HVAC system. Occupancy information in each zone is required in the
design of the controller which offers inherent comfort according to the occupancy in the zone. The stability of the building
system using the proposed control is verified through the Lyapunov approach. It is also proved that the synergetic con-
troller is robust to external disturbances. Then, synergetic theories are used to design a reconfigurable control for damper
stuck failures in variable air volume (VAV) to recover the nominal performance. Simulations are provided to validate the
effectiveness of the proposed controller for a three-zone building.
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1. Introduction

Heating, ventilating and air-conditioning (HVAC) systems
are widely used in buildings to provide thermal comfort
and adequate indoor air quality. Certain HVAC system
features, such as time-varying bilinear system dynamics,
time-varying disturbances and an interacting control loop,
render its control challenging. In this context, several
control methods have been implemented for HVAC
systems. Because of its simplicity, proportional integral
derivative (PID) control is applied in many HVAC systems
(Bai and Zhang, 2007). But, it is not optimal in both
thermal comfort and energy consumption. In the last few
years, the most commonly used control has been model
predictive control (MPC), and thus several MPC strategies
have been developed (Afram and Janabi-Sharifi, 2014).

A supervisory (MPC) controller was developed and
implemented for residential HVAC systems (Afram and
Janabi-Sharifi, 2017), which uses the weather forecast
and electricity TOU price information to find an optimum
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set-point trajectory. In the work of Seybold et al. (2015)
a control framework comprising an AFTC and reference
redesign is proposed subject to actuator stuck failures.
In the work of Aftab et al. (2017) an automatic HVAC
control system is implemented in a low-cost embedded
system which includes dynamic occupancy prediction
and real-time occupancy recognition. A power shaping
approach was proposed by Chinde et al. (2017) that
exploits the properties of the system.

In the present work, another category of control,
the so-called synergetic control, is proposed. The
method of synergetic control is variable-structure control
developed by Kolesnikov et al. (2000). The advan-
tages of the synergetic approach are order reduction,
insensitivity to parameter variations, global stability and
disturbance suppression. The synergetic approach has
been successfully implemented in the area of power
electronics control (Jiang and Dougal, 2004; Zhu et al.,
2017), and many strategies of synergetic control have been
developed (Bouchama et al., 2016; Medjbeur et al., 2018).

Synergetic control uses the same principle as sliding
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mode control (SMC) in driving the system dynamics
to converge towards the designed dynamics defined as
manifolds. Moreover, the advantage of this control
compared with SMC is that it suppresses the chattering
phenomenon. It is a two-step approach consisting of
firstly designing the desired dynamics, called the manifold
and denoted by s(x). The constructed manifold is a
function of a variable state designed according to the
desired system performance. The way to construct the
manifold is detailed by Slotine and Li (1991). The
second step is to synthesize a synergetic control law that
governs the controlled system’s trajectory convergence
to the manifold. The principle of the synergetic control
approach is presented by Nusawardhana et al. (2007) with
a proof of its optimality. The synergetic control was used
herein to provide thermal comfort in building zones.

The components of the HVAC system are prone to
failures due to embedded electronics and their complexity
(Darure et al., 2016). Each fault will surely impact
thermal comfort in building zones as well as energy
consumption if it is not compensated in time (Darure
et al., 2016). In this circumstance, various fault
tolerant control systems (FTC) for the HVAC system
have lately gained attention. FTC is based on two
cascading mechanisms: a fault detection and diagnosis
(FDD) mechanism for the detection and identification of
fault occurrence time and location. The other one is
reconfigurable control, which deals with the design of new
control according to the fault value to bring the system
trajectories to the desired performance. Many methods of
FDD for air-handling units (AHUs) are presented by Yu
et al. (2014). Other methods have been proposed in the
area of FDD (Sauter and Hamelin, 1999; Chen and Patton,
2012; Chabir et al., 2008; 2014; Qi et al., 2017).

A review of fault detection and diagnosis methods
for HVAC system is presented by Kim and Katipamula
(2018). Important fault scenarios that can affect the
HVAC system are presented by Bengea et al. (2015) and
Du et al. (2014). The most serious and current fault
scenario is damper stuck. Once a damper is stuck, the
control input can no longer be efficient, which requires
a control reconfiguration to compensate for the effect
of failed dampers. The control law is obtained through
measured system states with adjustable parameters. The
main approach by Sauter et al. (2015) is to develop an
adaptive reconfigurable control using the fault estimated
value obtained through a fault isolation filter.

In the paper, we design a reconfigurable control
using the synergetic approach. The control is obtained
after designing a manifold s(x) = 0 along which
the air temperature is equal to the desired value that
will maintain a constant temperature in the affected
zone. Synergetic reconfigurable control is synthesized by
solving the first-order equation to drive the air temperature
to get the manifold s(x) = 0. Thereafter, it forces the air

temperature to converge to the desired value that allows a
satisfactory temperature in the event of such a fault.

This paper is organized as follows. The HVAC
system and the problem formulation are presented
in Section 2. In Section 3, synergetic control
is first introduced and then applied to the HVAC
system. Synergetic reconfigurable control is developed in
Section 4. The performances of the proposed approach
are assessed via a three-zone building system in Section 5.
Concluding remarks are presented in Section 6.

2. HVAC system description and thermal
modelling

2.1. HVAC system description. HVAC systems are
used in commercial, residential and industrial buildings
to guarantee the conditioned temperature, pressure and
humidity in zones. Major components of a building
HVAC system are the air handling unit (AHU) and
the variable-air-volume (VAV) system. A mixture of
outside air and recycled air is supplied to the AHU. The
AHU increases (or decreases) the supply air temperature
by heating coils (or cooling coils, respectively). The
conditioned air is supplied to VAV boxes. VAV supplies
air flow to the zone through the damper and each zone
returns air (recycled air and exhaust air). The recycled air
will be reutilized by another air circle again.

The focus of this work is on VAV boxes of the zones.
In a VAV system, the flow rate of the supply air in the
zone is varied through dampers. The dampers are driven
by actuators. Synergetic control is used in this work to
control those actuators. The HVAC system is illustrated
in Fig. 1.

2.2. Building modelling. In this work we consider a
building with N zones of the same size. The dynamic
equations are derived from the energy balance between
conservation of mass and energy with a constant air
specific heat coefficient.

For each zone i its temperature and volume and the
mass flow rate of the supply air are denoted by Ti, Vi and
ṁi, respectively. Let the supply air temperature be Tair

Fig. 1. Multi-zone building HVAC system.
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and the air specific heat coefficient be cp. The thermal
dynamics model of the multi-zone building is obtained
using the first law of thermodynamics (Sauter et al., 2015)
as follows:

Micp
dTi

dt
= Qair,i +Qouti +Qi−1,i +Qi+1,i + gi, (1)

where Mi = Viρ , with Vi being the volume of Zone i,
ρ the air density and gi the internal heat gain (occupancy
gain), which includes heat flux as a result of occupants and
electronic devices in Zone i. Qij represents heat transfer
from Zone i to Zone j, Qouti is heat transfer from Zone i
to the outside. Qair is the net heat gain due to the supply
air temperature. Qouti , Qair,i and Qji are given by

Qair,i = ṁicp (Tair − Ti) , (2)

Qouti =
Tout − Ti

Ri
, (3)

Qji =
Tj − Ti

Rji
, (4)

where Tout is the outside temperature, Ri is the thermal
resistance between Zone i and the outside of the building,
and Rij is the thermal resistance between Zones i and j
which are adjacent. Note that Rij = Rji.

The control input to the building model includes the
actuators that control the opening of the dampers and the
controller of the air temperature uair. In this work, we
assume that the supply air temperature is controlled by an
input control uair and the dynamics of the air heater are
assimilated to the first order transfer function:

Ṫair = − 1

τ
Tair +

α

τ
uair, (5)

where τ is a time constant and α is a positive gain.
Consider a building with N adjacent zones, and let

the state vector be as follows:

xT =
[
x1 . . . xN xN+1

]T

=
[
T1 . . . TN Tair

]T
.

The control input vector is

uT =
[
u1 . . . uN uN+1

]T

=
[
ṁ1 . . . ṁN uair

]T
.

The occupancy gain is

g =
[
g1 g2 . . . gN

]T
.

The above system can be written as the following
state space form:

ẋ = A(x) +B(x)u + E1Tout + E2g, (6)

where the matrices A(x), B(x), E1 and E2 are given for
(1) and (5) as

A(x) =

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎜
⎜
⎝

1
M1cp

(
− x1

R1
+ x2−x1

R12

)

1
M2cp

(
− x2

R2
+ x1−x2

R12
+ x3−x2

R32

)

...

1
MN cp

(

− xN

RN
+

N−1∑

j=1

xj−xN

RjN

)

− 1
τ xN+1

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎠

,

B(x) =

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎝

xN+1−x1

M1
0 . . . . . . 0

0 xN+1−x2

M2
0

...
...

... 0
. . . 0

...
... . . . . . . xN+1−xN

MN
0

0 . . . . . . . . . α
τ

⎞

⎟
⎟⎟
⎟
⎟
⎟
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⎠

,

E1 =

⎛

⎜
⎜
⎜⎜
⎜
⎜
⎝

1
M1cpR1

1
M2cpR2

...
1

MNcpRN

0

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎠

,

E2 =

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎜
⎝

1
M1cp

0 . . . 0

0 1
M2cp

... 0
... 0

. . .
...

0 . . . 0 1
MNcp

0 0 . . . 0

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎟
⎠

.

The performance of the control strategy highly
relies on the model used to describe the HVAC system
operation. The dynamics of the multi-zone building
system are a nonlinear model. In the literature the
above model is generally linearized around operating
points. However, model linearization can degrade control
performance. Therefore, direct use of the nonlinear model
is more efficient for the building HVAC system. For this
reason, the nonlinear model is used directly in this work.

2.3. Problem formulation. Consider an HVAC system
described by

ẋ = A(x) +B(x, u) + Ed(t), (7)

with E =
[
E1 E2

]
and d(t) =

[
Tout g

]T
.

The problem studied in this paper is to design a
controller that provides the desired performance in the
nominal case, and recovers the initial performance and
compensates for stuck damper faults in the faulty case.
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Besides, this control has to reject the external disturbance
in both cases. Under a stuck actuator, the system (7) can
be presented as follows:

ẋ = A(x) +B0(x)u0 +Bf (x)uf + Ed(t), (8)

where B0(x) is the matrix associated with the safe control
inputs u0 and Bf (x) is the matrix associated with the
affected control inputs uf . In this effort, a robust
reconfigurable control has to be designed by adjusting the
remaining control such the thermal comfort is provided
and that the external disturbance rejected. The objective
of this paper is to

• design a control that ensures desired performance,

• design a reconfigurable control using the remaining
input control that compensates for a stuck damper
fault and eliminates the external disturbance effect
for the faulty system.

In the next section, the synergetic control strategy is
presented for HVAC system control.

3. Synergetic control for HVAC system
control

3.1. Brief review of the synergetic approach.
Consider the nonlinear dynamical system

ẋ = A(x) +B(x)u, (9)

where x ∈ R
n is the state variable, u ∈ R

m is the control
input and A(x) and B(x) are matrices with appropriate
dimensions. The main principle of synergetic control is
to steer the state trajectories towards a specific trajectory
called the manifold. It is a two-step approach, starting
with the selection of the manifold which can be a function
of a state vector as follows:

s(x) = x− xref, s(x) ∈ R
m, (10)

s(x) being designed so that ∂s(x)
∂x B(x) is invertible.

The manifold is designed according to performances
and control specifications. The synergetic control
objective is to force the system to reach the manifold,
and the dynamics evolution of the manifold s(x) = 0 are
imposed as

T ṡ(x) + s(x) = 0, (11)

where T = T T > 0 is the designed speed convergence
parameter towards the desired manifold.

The derivative of the manifold is given by

ṡ(x) =
∂s(x)

∂x
· ∂

∂t
(x− xref) = ẋ. (12)

If xref is constant, then ẋref = 0. The synergetic control
law is obtained by solving (11) as follows:

T ṡ(x) + s(x) = T ẋ+ s(x)

= T (A(x) +B(x)usyn) + s(x) = 0.

(13)

Thus,

usyn = −(TB(x))
−1

(TA(x) + s(x))

= −(TB(x))−1A(x) − (TB(x))
−1

(s(x))

= ueq + uc,

(14)

with

ueq = −(TB(x))−1TA(x),

uc = −(TB(x))−1s(x).

When T = 1, the synergetic control law is similar to
the form of the sliding mode control law that is obtained
by solving ṡ(x) = 0 for u:

ṡ(x) = ẋ = A(x) +B(x)ueq = 0. (15)

Then

ueq = −(B(x))−1A(x). (16)

The variable-structure sliding-mode control law has the
following form (Slotine and Li, 1991):

uSMC = ueq + ud (17)

with ud = −k(B(x))−1sign(s(x)), where k is the
controller gain and it is a freedom design parameter. A
simple comparison between (14) and (16) proves that both
controllers have the same equivalent control law ueq that
drives the state trajectories towards the manifold; ud and
uc are used to maintain the system dynamics along the
manifold s(x) = 0. However, the sliding mode control
law comprises a discontinuous term ud, which induces the
chattering phenomenon.

The advantage of the synergetic control law over the
sliding-mode controller is that it includes a continuous
term which provides stable control without oscillations.
It can be observed also that uc is a linear continuous
approximation to ud. Thereafter, synergetic control can
be a solution to overcome the chattering phenomenon
of sliding mode control. In this paper, the design
of synergetic control uses the nonlinear model of the
HVAC system. The imposed constraint (11) reduces the
system order, ensuring global stability and robustness to
disturbance and parameter variation. Briefly, an adequate
choice of the manifold ensures the performance sought
and global stability. The stability of a synergetic controller
is proved by the following theorem.
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Theorem 1. Consider the nonlinear system (9) and a
positive definite diagonal matrix T . The system states
driven by the control law (14) will converge exponentially
to the origin with the rate of convergence depending on
the selected parameter T .

Proof. Define the Lyapunov function as follows:

V (s(x)) = s(x)T s(x). (18)

Its derivative is given as

d

dt
s(x)T s(x) = 2s(x)T ṡ(x). (19)

From (11) we have ṡ(x) = −T−1s(x). Thus

d

dt
s(x)T s(x) = −2s(x)TT−1s(x)

= −2T−1 ‖s(x)‖ < 0 for s(x) �= 0.

(20)

Hence, based on the Lyapunov approach, the controlled
system (9) with the control input (14) is stable. �

In what follows, we will prove the robustness of the
synergetic controller to disturbance.

3.2. Robustness of synergetic control against exter-
nal disturbance. The nonlinear dynamic model with
external disturbance is described by

ẋ = A(x) +B(x)u + Ed(t), (21)

where d(t) is the time-varying external disturbance and
E ∈ R

n is the disturbance distribution matrix.

Theorem 2. Consider the nonlinear system (21) and
time-varying external disturbance d(t) that satisfies the
matched condition. The synergetic control law can reject
the external disturbance.

Proof. Applying the synergetic approach to the above
nonlinear system, we obtain the following control law:

usyn = −(TB(x))−1(TA(x) + TEd(t) + s(x)). (22)

It is shown that the resulting control law depends on the
disturbance. Thus, the system dynamics restricted to the
manifold s(x) = 0 are given as follows:

ẋ = A(x) +B(x)usyn + Ed(t)

= A(x) −B(x)((TB(x))−1(TA(x) + TEd(t)

+ s(x))) + Ed(t).

(23)

�

Suppose that the external disturbance can be defined
as D = Ed(t) and it satisfies the matching condition.
A disturbance satisfies the matching condition if it is
within the range of input function B(x) and upper
bounded (Utkin, 2013; Jafarov, 2005; Veselić et al., 2014).
Thus, a matched disturbance must satisfy the following
conventional matching conditions. There exists function
β(x, t) such that the external disturbance that satisfies the
matching condition can be written as

Ed(t) = B(x)β(x, d). (24)

Then, the system dynamics are expressed as

ẋ = A(x)− B(x)

(
(TB(x))−1(TA(x)
+TB(x)β(x, d) + s(x))

)

+B(x)β(x, d),

(25)

ẋ = (In −B(x)(TB(x))−1)TA(x)

−B(x)(TB(x))−1s(x).
(26)

From Eqn. (26) it is clear that the system dynamics on
the manifold are independent of the external disturbance,
which proves the robustness of synergetic control to the
disturbance. These analytical results will be verified in
the simulation section.

Remark 1. Note that if we have a system affected by
an unknown and unmatched disturbance, it is proved that
the synergetic controller is robust against this disturbance
according to the analytical design of aggregated regulators
(ADAR) method of Kuz’menko et al. (2015).

In the next section, we will illustrate the above
discussion with the HVAC system.

3.3. Design of synergetic control for the HVAC sys-
tem. In this section, the above synergetic theories are
used to ensure desired HVAC system performances. As
mentioned above, the desired performance of a multi-zone
building system consists in providing a comfortable
temperature in the zone through the air flow rates. The
manipulated variables for this system are the controls
u1, . . . , uN . Our objective now is to design synergetic
controllers that force the zone temperatures x1, . . . , xN

to converge respectively towards the desired signals
xref1 , . . . , xrefN . To this end, we propose the following
manifold:

s(x) =
[
s1(x) . . . sN(x)

]T
, (27)

with

si(x) = xi − xrefi , 1 ≤ i ≤ N. (28)
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Remark 2. The reference temperatures xref1 , . . . , xrefN
depend on the occupancy of the zone: when the zone
is empty, we choose reference values as xrefi = 18◦C,
while if totally occupied, the required value is xrefi =
22◦C. Therefore, the reference temperatures are a signal
range between 18◦C and 22◦C according to the occupancy
gain g. Thus, the reference value xref is piecewise
constant.

Solving the first-order differential equation (11) for
u yields a controller that drives the state variable to lie on
the manifold s(x) = 0 . To proceed, let

T ṡ(x) + s(x) = 0, (29)

where T > 0 is a symmetric definite positive matrix
having the form T = diag

[
T11 . . . TNN

]
. Note

that for the design of speed convergence parameters T ,
it has to take into account the feasibility of control. We
derive nonlinear control laws usyn = [u1syn, . . . , uNsyn]

T

that force the system to operate in a neighbourhood of
manifolds s1(x) = 0, . . . , sN (x) = 0 from the above
equations. The synergetic control law for the zone is
obtained by differentiating (30) while taking into account
(7) as follows:

T ṡ(x) + s(x) = T ẋ+ s(x)

= T (AN(x) +BN (x)usyn

+ ENd(t)) + s(x) = 0,

(30)

where the matrices AN (x), BN (x) and EN

are matrices associated with the state variable[
x1 x2 . . . xN

]T
. Then,

usyn = −(TBN(x))−1(TAN(x) + TENd(t)

+ s(x))
(31)

For the HVAC system, synergetic control is feasible if
TBN(x) is invertible.

In the nominal case, the air temperature controller
uN+1 can be considered constant. It is shown in the
above equation that synergetic control laws depend on
the designed parameter T , the manifolds and the external
disturbance. The control laws u1syn, . . . , uNsyn drive the
system trajectory to satisfy Eqn. (11). According to
this equation, the state-variable trajectories converge to
the manifolds s1(x) = 0, . . . , sN (x) = 0, respectively
with the design convergence parameters T11, . . . , TNN .
Then they remain along the manifolds at all future
times. Substituting the control law (31) into the system
differential equations (7), we obtain the systems dynamics
along the manifolds as follows:

ẋ = AN (x) +BN (x)usyn + ENd(t)

= AN (x)−BN (x)(TBN (x))−1(TAN (x)

+ TENd(t) + s(x)) + ENd(t)

(32)

If BN (x) is invertible, then

ẋ = −s(x)

T
. (33)

A suitable value of convergence parameter T provides
an optimal synergetic control that minimizes energy
consumption.

All these theoretical results will be verified in the
simulation section. Now we will study the behaviour of
synergetic control when a fault occurs. We will show its
intervention to compensate for the fault.

4. Synergetic control for compensating for
a stuck damper fault

In this section, we show that synergetic control can
compensate for a fault and recover the system to the
nominal operation. When actuators are stuck, the
corresponding control signal will be constant. Thus, the
nominal controller will no longer perform the task of
maintaining the performance sought. Consider the system
(7) and let the damper of the zone get stuck. Thus, control
input ui becomes constant. The effect of a stuck damper
can be presented as an additional constant disturbance
imposed onto the nominal system for the stuck damper,
system (6) can be written as

ẋ = A(x) +B0(x)u0 +Bf (x)uf + Ed(t), (34)

with Bf (x) = b1(x), where B0(x) is the column
associated to the healthy controllers, uf is a constant
that gives the value at which the damper is stuck and u0

denotes the remaining control input.
For the faulty system the matched condition is not

fulfilled because of the null row of matrix Bf (x). In fact,
the null row is due to a stuck damper fault which makes
the associated control constant, and thereafter it will be
considered an additive disturbance and not a control input.
It is assumed that the fault value is determined using one
of the existing FDD techniques presented by Kim and
Katipamula (2018), and thus it is available for designing
a reconfigurable control. We also use a commutation
mechanism or a decision mechanism after the block of the
fault estimation to ensure activation of the reconfigurable
controller. The mechanism of commutation can be defined
as follows.

Let the thresholds fth that is chosen indicate the
activation of the reconfigurable controller as follows:

u4 =

{
u4nom, ûf < fth,

ur, ûf ≥ fth,
(35)

where ûf can be considered fault estimate obtained
through the block of FDD. The procedure of choosing
the thresholds is complicated and many methods have
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been developed to select the appropriate thresholds; for
more details, see Patton et al. (1989). Here we design a
reconfigurable controller by adjusting the air temperature
controller uN+1 using the synergetic approach in order
to provide a suitable air temperature xrefN+1 so that the
temperature in the zones remains constant despite the
blocking of the dampers.

Synergetic theory is mainly based on the manifold
and the first-order differential equation (11). Indeed, a
suitable choice of the manifold by the designer drives
the system to the desired path. Thus, the desired system
performances are imposed through the new manifold
sN+1(x), which is designed to construct a reconfigurable
synergetic control ur. Thus the initial performance can
be recovered using the control ur that is synthesized
using synergetic control so that the air temperature xN+1

converges to the reference value xrefN+1
. Here xrefN+1

is
obtained so that the temperature in Zone i in the faulty
case is equal to the reference signal.

Now we suppose that the temperature of Zone i
is driven by the nominal synergetic controller, and its
dynamics along the manifold si(x) are given by Eqns.
(36) and (37). Our objective is to determine the expression
of xrefN+1

that will maintain the temperature of Zone 1
in the reference signal. That is why we assume that the
state variable xi is in the steady state. In steady state the
state variable xi is equal to the reference signal. Hence,
according to this assumption, the temperature of Zone i
and its dynamics along the manifold si(x) are given by
the following equations:

xi = xrefi , (36)

ẋi = −si(x)

Ti
= 0. (37)

Then, our objective is to design a feedback controller ur

that maintains the temperature of Zone i in the initial
performance. The control ur is obtained by adjusting
the air temperature controller uN+1. To this end, let us
introduce a new manifold,

sN+1(x) = xN+1 − xrefN+1
, (38)

where xrefN+1
is the reference value of the air temperature

xN+1, and its expression is extracted from the above
conditions (36) and (37) when a stuck damper fault
occurs. It has the following form:

xrefN+1
= f(xrefi , d(t), xrefi−1

, xrefi+1
, uf ), (39)

where xrefN+1
forces the temperature of the affected

Zone i, which is affected, to stay along the reference
value. The control ur drives the air temperature xN+1

to converge towards the reference xrefN+1
. It is designed

by solving the synergetic differential equation

TN+1ṡN+1(x) + sN+1(x) = 0. (40)

We derive the manifold using (5) and obtain

TN+1ẋN+1 − TN+1ẋrefN+1
+ sN+1(x)

= TN+1

(
− 1

τ
xN+1 +

α

τ
ur

)
− TN+1ẋrefN+1

+ sN+1(x) = 0.

(41)

Solving this equation for ur, the reconfigurable synergetic
control is

ur = − τ

TN+1α

[ −TN+1

τ xN+1

−TN+1ẋrefN+1
+ sN+1(x)

]
. (42)

Thus the above reconfigurable control law is designed in a
faulty case in order to compensate for a stuck damper fault
and recover the nominal operation in Zone i. It drives the
air temperature to obtain the reference value, which in turn
maintains the temperature in the faulty zone in the desired
performance.

Remark 3. The reconfigurable control is activated
automatically once Damper i is stuck. Then the flow air
becomes constant, so reconfigurable control is activated if
we have ui = const.

Note that reconfigurable control ur is used to
compensate the fault that affects the damper of Zone i;
for the other zones we use the same control as in
the previous section, constructed through manifolds,
s1(x), . . . , si−1(x), si+1(x), . . . , sN (x).

The main results are underlined and illustrated
through a simulation example in the following section.

5. Simulation results

In this section, we simulate the analytical results presented
above for a three-zone building HVAC system. To set up
the simulation, we used the Matlab/Simulink component
library. The time scale of the simulation is in hours. The
parameters of the HVAC system are defined in Tables 1.
Each of the three zones had an equal floor area of 30 m
× 10 m and the wall was 3 m tall. Each zone had 10
windows, each 2 m wide and 2 m tall. All simulations
were performed during 5 days in winter.

The damper of the VAV box of Zone 1 was stuck at
the beginning of the second day. Occupation in the zones
was different. Zone 1 was totally occupied during all days.
Zone 2 was occupied only the first and the last day. Zone 3
was occupied only in the mornings. The time step size
was selected as 1 hour, so that the total simulation time
was 120 h. The initial values of temperature were fixed
at 10◦C. To assimilate the settings to the practical case,
the controls u1, u2, u3 in the simulation are expressed
by percentages of damper openings. Thus the control
input illustrated in the following figures is given by ui =
Cṁi for 1 < i < N , where C is a constant gain that



562 R. Ettouil et al.

0 24 48 72 96 120
−6

−5

−4

−3

−2

−1

0

time(hours)

ou
ts

id
e 

te
m

pe
ra

tu
re

 

 
T0

Fig. 2. Outside temperature.
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Fig. 3. Occupancy gain for Zone 1.

determines the percentage of the opening for the damper
corresponding to the flow air.

Figure 2 shows the outside temperature variation
during five days. Figures 3–5 show the occupancy gain
of each zone.

5.1. Synergetic control of a three-zone building. For
the sake of simplicity, the synergetic controller is designed
here for a building with three zones. The manipulated
variables for this system are the controls u1, u2 and u3.
The synergetic controller was constructed by solving the
differential equation T ṡ(x) + s(x) = 0. In this work,

Table 1. HVAC system parameters.
parameter value

M1 = M2 = M3 1470 J/K
R1 = R2 = R3 1.8339e-07
R12 = R23 2.8935e-07

cp 1005.4 J/kg-K
τ 0.3
α 0.7
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Fig. 5. Occupancy gain for Zone 3.

we designed three manifolds s1(x), s2(x) and s3(x) and
three convergence parameters T11, T22 and T33. First, we
selected T11 = T22 = T33 = 1. The HVAC state space
model given by (21) can be rewritten as follows:

ẋ1 =
u1

M1
(x4 − x1)− x1

M1cpR1
+

x2 − x1

M1cpR12

+
1

M1cpR1
Tout +

1

M1cp
g1,

ẋ2 =
u2

M2
(x4 − x2)− x2

M2cpR2
+

x1 − x2

M2cpR12

+
x3 − x2

M2cpR23
+

1

M2cpR2
Tout +

1

M2cp
g2,

ẋ3 =
u3

M3
(x4 − x3)− x3

M3cpR3
+

x2 − x3

M3cpR32

+
1

M3cpR3
Tout +

1

M3cp
g3.

(43)

The HVAC building system is affected by
the disturbance d(t). Therefore, after starting the
development of synergetic control, we have to prove that
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the disturbance satisfies the condition

Ed(t) = B(x)β(x, d), (44)

where E =
[
E1 E2

]
, d =

[
Tout g

]T
and we

have

B(x) =

⎛

⎜
⎜
⎜
⎝

(x4−x1)
M1

0 0 0

0 (x4−x2)
M2

0 0

0 0 (x4−x3)
M3

0

0 0 0 α
τ

⎞

⎟
⎟
⎟
⎠

,

E1 =

⎛

⎜
⎜
⎜
⎝

1
M1cpR1

1
M2cpR2

1
M3cpR3

0

⎞

⎟
⎟
⎟
⎠

,

E2 =

⎛

⎜
⎜
⎜
⎝

1
M1cp

0 0

0 1
M2cp

0

0 0 1
M3cp

0 0 0

⎞

⎟
⎟
⎟
⎠

.

The matrices E1 and E2 can be rewritten as

E1 = B(x)Ψ1(x), E2 = B(x)Ψ2(x), (45)

where

Ψ1(x) =

⎛

⎜
⎜
⎜
⎝

1
cpR1(x4−x1)

1
cpR2(x4−x2)

1
cpR3(x4−x3)

0

⎞

⎟
⎟
⎟
⎠

,

Ψ2(x) =

⎛

⎜
⎜
⎜
⎝

1
cp(x4−x1)

0 0

0 1
cp(x4−x2)

0

0 0 1
cp(x4−x3)

0 0 0

⎞

⎟
⎟
⎟
⎠

.

Hence we obtain

Ed(t) = E1Tout + E2G

= B(x)(Ψ1(x)Tout +Ψ2(x)g)

= B(x)β (x, Tout, g) .

(46)

Our objective now is to design synergetic controllers that
force the temperature of zones x1, x2, x3 to converge
respectively towards the desired signals xref1 , xref2 , xref3 .
To this end, we propose the following manifolds:

s(x) =
[
s1(x) s2(x) s3(x)

]T
. (47)

The synergetic controllers that drive the state variable to
lie on the manifolds s1(x) = 0, s2(x) = 0, s3(x) = 0 are
obtained by solving the equations

T11ṡ1(x) + s1(x) = 0, (48)

T22ṡ2(x) + s2(x) = 0, (49)

T33ṡ3(x) + s3(x) = 0, (50)

where T11 > 0, T22 > 0, T33 > 0 are the designed
convergence parameters associated with s1(x) =
0, s2(x) = 0, s3(x) = 0, respectively. We take, for
example, the synergetic control law for Zone 1 obtained
by differentiating (48) taking into account (43) as follows:

T11

(u1syn

M1
(x4 − x1)− x1

M1cpR1
+

x2 − x1

M1cpR12

+
1

M1cpR1
Tout +

1

M1cp
g1

)
+ s1(x) = 0, (51)

where Mi/Ti(x4 − xi) is invertible. Hence

u1syn = − M1

T11(x4 − x1)

(
− T11

M1cpR1
x1

+
T11

M1cpR12
(x2 − x1) +

T11

M1cpR1
Tout

+
T11

M1cp
g1 + s1(x)

)
.

(52)

The same approach holds for the other control laws:

u2syn = − M2

T22(x4 − x2)

(
− T22

M2cpR2
x2

+
T22

M2cpR12
(x1 − x2) +

T22

M2cpR23
(x3 − x2)

+
T22

M2cpR2
Tout +

T22

M2cp
g2 + s2(x)

)
,

(53)

u3syn = − M3

T33(x4 − x3)

(
− T33

M3cpR3
x3

+
T33

M3cpR23
(x2 − x3) +

T33

M3cpR3
Tout

+
T33

M3cp
g3 + s3(x)

)
.

(54)

Substituting the control laws in the system differential
equations (43), we obtain the following systems dynamics
along the manifolds:

ẋ1 =
u1syn

M1
(x4 − x1)− x1

M1cpR1
+

x2 − x1

M1cpR12

+
1

M1cpR1
Tout +

1

M1cp
g1

= −s1(x)

T11
,

(55)

ẋ2 =
u2syn

M2
(x4 − x2)− x2

M2cpR2
+

x1 − x2

M2cpR12

+
x3 − x2

M2cpR23
+

1

M2cpR2
Tout +

1

M2cp
g2

= −s2(x)

T22
,

(56)
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Fig. 6. Dynamics of the temperature of Zone 1 using synergetic
control.
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Fig. 7. Dynamics of the temperature of Zone 2 using synergetic
control.
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Fig. 8. Dynamics of the temperature of Zone 3 using synergetic
control.

ẋ3 =
u3syn

M3
(x4 − x3)− x3

M3cpR3
+

x2 − x3

M3cpR32

+
1

M3cpR3
Tout +

1

M3cp
g3

= −s3(x)

T33
.

(57)

Figures 6–8 illustrate the closed-loop system
response using synergetic control. They show the
temperature response compared with the reference signals
xref1 , xref2 , xref3 . Reference signals are plotted using
dotted lines while the trajectories of temperature of
the closed-loop HVAC system driven by the synergetic
control laws (52), (53) and (54) are plotted using
solid lines. As expected, we observe that the zone
temperatures x1, x2, x3 follow the imposed reference
signal. Thus the closed-loop trajectories generated by
synergetic control laws u1syn, u2syn and u3syn converge
to the manifold s1(x), s2(x) and s3(x). As can be seen
from these figures, the synergetic closed-loop system
responds rapidly to the change in the reference model,
which is due to the variation in the occupancy in the
zone. We also observe that the proposed control ensures
total suppression of the disturbance effect (disturbance
includes the external temperature and occupancy) to
give a comfortable temperature inside each zone without
oscillations induced by the disturbance. Therefore,
the simulation results demonstrate the validity of the
analytical findings in Section 3.

Figures 9–11 show respectively the shapes of control
signals u1syn, u2syn and u3syn given by (52), (53) and
(54). For example, in Fig. 9, the control law almost
takes the form of pulses with the disturbance distributed
during 5 days that has the same form the distribution
of the occupancy of Zone 1. This form demonstrates
the dependence of the control law on disturbances.
According to the temperature trajectories of each zone,
they ensure compliance with the desired performances
and suppression of disturbances. These controls allow
the achievement of the desired goals. Each synergetic
controller drives the corresponding temperature to reach
the reference signal. Moreover, it rejects the effect of
the disturbance, which is due to the outside temperature
variation and the occupancy gain that yields a stable
closed-loop system. Thus, we validate the results obtained
in Section 3 to prove the robustness of synergetic control.

Now we will test the effect of the variation in the
design parameter on the system dynamics. We take three
values of T : T = 0.5, T = 1 and finally T = 10. The
following figures show the effect of the variation in the
design parameter T on the dynamics of the manifolds and
system dynamics during 2 hours.

It is shown that, if the value of T increases, the
speed of convergence of the closed-loop dynamics driven
by the synergetic controller toward the reference signal
decreases. Thus the decreasing of the synergetic control
law gain is proportional to the increasing of T .

To prove the effectiveness of our control compared
to the existing methods, the synergetic controller (SC)
is compared firstly with a linear LQR controller strategy
that is widely used to control HVAC systems and then
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Fig. 9. Synergetic control for Zone 1.
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Fig. 10. Synergetic control for Zone 2.
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Fig. 11. Synergetic control for Zone 3.

with the sliding mode approach (SMC). We start by the
comparison with LQR control; in Figs. 14 and 15 the
solid line is the signal with the synergetic approach and
the dotted line is the signal with the LQR approach.
Figure 14 shows the dynamics of the temperature using
the synergetic and the LQR controller. Figure 15 shows
the controller input. From these figures, it is clear that
both controllers force the zone temperature to converge
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Fig. 12. Time evolution of the first control input.
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Fig. 13. Time evolution of temperature in Zone 1.

0 24 48 72 96 120
0

5

10

15

20

25

30

time(hours)

te
m

pe
ra

tu
re

 o
f z

on
e 

1 
(°

C
)

 

 
SYN
LQR

0 24
0

10

20

30

 

 

Fig. 14. Time evolution of temperature in Zone 1 using the lin-
ear and the synergetic controller.

to the reference signal. To compare the two approaches,
we focus firstly on the response time of the synergetic
controller compared with the LQR approach. It can be
seen that the synergetic control signal converges rapidly
to the reference signal compared with the LQR signal. We
compared and investigated also the energy consumption.
It is shown in Fig. 15 that sometimes (see, e.g., the
first 24 hours) the energy consumption the synergetic
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Fig. 15. Dynamics of both controllers.
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Fig. 16. Evolution of temperature in Zone 1 using the linear and
the synergetic controller.

controller is smaller than that of the LQR controller.
After the comparison between SC and LQR, we can
conclude that synergetic control is more effective and
more energy-efficient.

In order to prove the analytical results presented in
the previous section, we compare the SC and SMC, which
share the same principle to force the system trajectories
to converge toward the manifold. In the next figures the
dotted line is the signal with SC and the solid line shows
the signal used with SMC.

Figure 16 shows the evolution of the zone
temperature using both the synergetic approach and
sliding mode control. In this figure, the dotted line is
the signal with the synergetic approach, the solid line
is the sliding mode control signal and the dash-dotted
line is the reference signal. It can be seen that
both controllers provide nearly the same performance.
However, chattering is clearly visible in Figs. 16 and 17,
while the signal given by the synergetic approach is free
from chattering. In terms of robustness, the accuracy and
disturbance rejection are assured by both the controllers.
Now, if we compare the energy consumption for both the
approaches, it is very similar except when the chattering
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Fig. 17. Dynamics of both controllers.
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Fig. 18. Effect of the variation in T on the dynamics of the tem-
perature of Zone 1.

phenomenon appeared. Figure 18 shows the effect of
variation in the value of T on the zone temperature
evolution. From this figure we can see that, when T = 1,
the dynamics of the temperature driven by the synergetic
control resemble those driving by sliding mode control.
This is because, for T = 1, we have a term that yields a
better approximation in the neighborhood of the manifold.
Thereafter, the analytical results shown in the paper for
linear approximation of sliding mode control are proved
in the simulation. To conclude, synergetic control and
sliding mode control have the same performances in terms
of response time, robustness to the external disturbance
and energy consumption, but synergetic control has the
advantage of chattering elimination over sliding mode
control.

5.2. Synergetic control for fault compensation. In
this subsection, we suppose that the damper is stuck
in the VAV box of Zone 1 at the beginning of the
second day. Under the stuck damper the control u1

becomes constant, u1 = uf = 65%. Thus it is no
longer effective and the temperature in Zone 1 deviates
from the reference model. The supply air flow has
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to be modified so that the temperature in Zone 1 is
effectively restored in the desired performance, whereas
the supply air temperature in the remaining zones is
automatically adjusted correspondingly to this modified
supply air temperature without affecting the temperature
in the respective zones.

Consider the system (7); the damper of Zone 1 gets
stuck. Thus control input u1 becomes constant. Under the
stuck damper, the matrices defined in the system (34) are
given by

Bf (x) =

⎛

⎜
⎜
⎝

x4−x1

M1

0
0
0

⎞

⎟
⎟
⎠ ,

B0(x) =

⎛

⎜
⎜
⎝

0 0 0
x4−x2

M 0 0
0 x4−x3

M 0
0 0 α

τ

⎞

⎟
⎟
⎠ ,

u0 =
[
u2 u3 u4

]T
.

First, let the manifold be s4(x) = x4−xref4 . The reference
value xref4 is obtained using (36), (37) and (43):

ẋ1 =
uf

M1
(xref4 − xref1)−

xref1

M1cpR1

+
xref2 − xref1

M1cpR12

+
1

M1cpR1
Tout +

1

M1cp
g1 = 0.

(58)

Solving the above for xref4 gives

xref4 = −M1

uf

(
− uf

M1
xref1 −

xref1

M1cpR1

+
xref2 − xref1

M1cpR12

+
1

M1cpR1
Tout +

1

M1cp
g1

)
(59)

The first-order differential equation is T44ṡ4(x)+s4(x) =
0. We derive the manifold using (5) and obtain

T44

(
− 1

τ
x4 +

α

τ
ur

)
− T44ẋref4 + s4(x) = 0. (60)

Solving this equation for ur, reconfigurable synergetic
control is

ur = − τ

T4α

[
−T4

τ
x4 − T44ẋref4 + s4(x)

]
. (61)

As mentioned above, reconfigurable control is activated
if we have u̇i = 0. Figures 19, 21 and 23 illustrate
the temperature responses after reconfiguration and the
control laws are plotted in Figs. 20, 22 and 24.
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Fig. 19. Temperature of Zone 1 using reconfigurable control
with a stuck damper fault.
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Fig. 20. Control u1 for Zone 1 with a stuck damper fault in
Zone 1.
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Fig. 21. Temperature of Zone 2 with a stuck damper fault in
Zone 1.

As expected, the reconfigurable control ur activates
automatically when a fault occurs. Synergetic
reconfigurable control successfully compensates
for damper stuck failure and recovers the original
performance (Fig. 19). As can be seen from this figure,
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Fig. 22. Control u2 with a stuck damper fault in Zone 1.
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Fig. 23. Temperature of Zone 3 with a stuck damper fault in
Zone 1.
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Fig. 24. Control u3 with a stuck damper fault in Zone 1.

reconfigurable control restores the temperature from a
faulty value of 20◦C to 18◦C. The temperature in Zone 1
is returned to the desired trajectory in 5 minutes. This
reconfigurable control does not only compensate for the
fault effect but also suppresses the unmatched disturbance
effect. It generates a supply air temperature that leads to
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Fig. 25. Reference signal of the air temperature.
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Fig. 26. Dynamics of the air temperature using reconfigurable
control.
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Fig. 27. Reconfigurable control.

disturbance suppression (Fig. 26). The stuck damper in
Zone 1 does not affect the thermal comfort in Zones 2 and
3 (Figs. 21 and 23). However, the shape of control inputs
u2 and u3 change when the fault occurs. This variation is
due to the new supply air temperature.

Comparing Figs. 10 and 22, after using
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reconfigurable control there is no disturbance. This
proves that the new supply air temperature compensates
for the outside temperature. Figure 25 shows the reference
of the supply air temperature. Figures 26 and 27 show
respectively the supply air temperature and synergetic
reconfigurable control. Before the damper is stuck, the
supply air temperature is selected as 40◦C. Once a fault
occurs, it becomes a signal that depends on the outside
temperature and the occupancy gain g1 and, also on the
fault value and the reference temperature of Zone 1.

6. Conclusion

Most control techniques use the linearized state space
model around an equilibrium point. However, in this
paper, synergetic control uses directly the nonlinear
model, which is beneficial for the building HVAC
community, because the linearization of the building
model can degrade the control performance. The main
advantage of the proposed synergetic control is in the
ease of design and its high-quality control performance.
Only one parameter to tune T to provide good results is
required, taking account the trade-off between robustness
and performance. For synergetic control, the rate
of convergence to the reference is controlled by the
convergence parameter T , where a low value of T gives
a rapid rate of convergence to the desired value. However,
in some cases, the implementation of the control law
based on the synergetic approach has to fulfill some
assumptions. In terms of robustness, synergetic control
is insensitive to a noise and ensures disturbance rejection.
When a fault occurs, reconfigurable synergetic control
was successful in recovering the nominal operation and
maintaining the comfortable temperature in Zone 1 at the
desired value.
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