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One of the most popular methods in the diagnosis of breast cancer is fine-needle biopsy without aspiration. Cell nuclei
are the most important elements of cancer diagnostics based on cytological images. Therefore, the first step of successful
classification of cytological images is effective automatic segmentation of cell nuclei. The aims of our study include (a)
development of segmentation methods of cell nuclei based on deep learning techniques, (b) extraction of some morpho-
metric, colorimetric and textural features of individual segmented nuclei, (c) based on the extracted features, construction
of effective classifiers for detecting malignant or benign cases. The segmentation methods used in this paper are based
on (a) fully convolutional neural networks and (b) the marker-controlled watershed algorithm. For the classification task,
seven various classification methods are used. Cell nuclei segmentation achieves 90% accuracy for benign and 86% for
malignant nuclei according to the F-score. The maximum accuracy of the classification reached 80.2% to 92.4%, depending
on the type (malignant or benign) of cell nuclei. The classification of tumors based on cytological images is an extremely
challenging task. However, the obtained results are promising, and it is possible to state that automatic diagnostic methods
are competitive to manual ones.
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1. Introduction

According to the world statistics, breast cancer was the
most common type of cancer among women in 2018.
Moreover, the estimated number of new cases of breast
cancer reached 2 million while that of deaths was around
600,000 in 2018 (Bray et al., 2018). There is a need
to increase the effectiveness of classifying new cases of
the disease. One of the most popular methods in the
diagnosis of breast cancer is fine-needle biopsy without
aspiration (FNB). Despite the controversy (Litherland,
2002), the FNB method is still used as an effective and
minimally invasive technique of breast cancer diagnosis.
The FNB-based biological material is analyzed by doctors
for malignancy. To facilitate the task of cytological image
diagnosis, the samples are stained using the hematoxylin
and eosin (H&E) method, which is cheap and effective.
Hematoxylin is responsible for staining basophilic objects
(e.g., cell nuclei) in blue, while eosin is responsible for
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staining eosinophilic objects (e.g., cytoplasm) in red.

The development of medical imaging techniques
opens new paths for computer-aided diagnosis research.
Progress also involves the analysis of cytological images.
Recently, the material obtained as a result of FNB can
be scanned into a digital form and analysed by various
computer techniques.

Cell nuclei are the most important elements of cancer
diagnostics based on cytological images. Therefore, the
first step to successful classification of cytological images
is effective automatic segmentation of cell nuclei. In order
to check how effective the given segmentation method is,
a set of test images should be prepared with manually
segmented cell nuclei. Unfortunately, the prepared set
of test images contains samples of very different quality.
There are images having well-separated nuclei, but there
are also samples where the separation between adjacent
nuclei is very poor. The variety of samples allows
verifying the effectiveness of the proposed methods for
both simple to difficult cases.
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This paper presents the process of (a) segmentation,
(b) feature extraction and (c) classification of individual
cell nuclei of cytological images. The segmentation task
is carried out using deep learning techniques. Extracted
features may be divided into three characteristic groups,
containing morphometric, colorimetric and textural
features. Having the extracted features of individual
nuclei, it is possible to provide effective classifiers
for detecting malignant or benign cases. The main
purpose of the presented experiment is to demonstrate
whether automatic segmentation of cell nuclei based
on an artificial convolutional neural network and the
segmentation algorithm gives watershed classification
results comparable to manual segmentation.

2. Related works

Computer-assisted cytology is usually composed of a set
of methods of (a) semantic segmentation, (b) cell nuclei
detection, (c) instance segmentation, (d) feature extraction
and selection, and (e) classification.

Semantic segmentation of cytological and
histopathological images usually begins with digital
stain separation and color normalization. Stain
separation approaches can be divided into supervised and
unsupervised methods. The former are based on the color
deconvolution algorithm (Ruifrok and Johnston, 2001).
By contrast, the latter are based on independent
component analysis (ICA) or non-negative matrix
factorization (NMF) (Alsubaie et al., 2017; Macenko
et al., 2009; Rabinovich et al., 2004). After color
separation we usually need to normalize the resulting
images, because cytological samples coming from
different laboratories may differ in color.

Color variation can arise due to different staining
protocols, different stain brands, the shelf life of stains, or
due to using different microscopy scanners. To tackle this
problem, various color normalization approaches have
been proposed. They can be generally categorized into
histogram matching methods, color transfer methods, and
spectral matching methods (Piorkowski and Gertych,
2019; Santanu et al., 2018). After color separation and
normalization, we obtain the image of dye concentration
that deposits in cell nuclei. In the next step, we need
to segment this image using either image thresholding
methods or artificial neural networks (Hayakawa et al.,
2019; Xing and Yang, 2016). Both approaches have their
pros and cons; image thresholding is unsupervised and
fast, but not very accurate. On the other hand, artificial
neural networks require training data, but the results of
semantic segmentation are far better (Cui et al., 2018;
Kowal et al., 2018; Naylor et al., 2017; Sadanandan
et al., 2017).

Having the image segmented into a background and
a foreground, the next step is to detect and segment

individual cell nuclei located in the foreground. The
common approaches to this problem are based on active
contours, mathematical morphology, region growing, or
the watershed transform (Irshad et al., 2014). There are
also other approaches such as tensor voting followed by
nuclei boundary extraction (Paramanandam et al., 2016)
or intelligent gravitational search (Mittal and Saraswat,
2019). However, the most promising one seems to
be artificial neural networks because last years have
brought enormous progress in the area of object detection
and segmentation using convolutional neural networks
(CNNs) (Kowal et al., 2018; Höfener et al., 2018; Wang
et al., 2016)

A lot of papers that deal with computer-assisted
cytology usually concentrate either on the cell nuclei
segmentation problem or on their classification. Here,
we develop and test the entire image processing
pipeline, including image segmentation and cell nuclei
classification. This allows us to verify the effectiveness
of the detection and segmentation of cell nuclei in terms
of the accuracy of their classification. Results of similar
studies are presented by Dudzińska and Piórkowski
(2020), Kowal et al. (2018), Kowal and Filipczuk (2014),
Fondón et al. (2018) or Spanhol et al. (2016).

3. Image database

This article investigates digital cytological images of
breast cancer. The material used in the research is an
archival collection of samples taken from patients before
2014. Samples were taken using fine needle biopsy
without aspiration (under ultrasonography support) using
0.4 or 0.5 millimeter needles. The biopsy procedure was
carried out by pathologists from the University Clinical
Hospital in Zielona Góra, Poland. Cellular material
was used clinically for cancer diagnosis, so there is no
doubt about the type of cancer found in the samples.
Nowadays, materials collected under the core needle
biopsy procedure are used more often for diagnostic tasks.
Nevertheless, the Polish Society of Clinical Oncology
allows the use of fine needle biopsy in the diagnosis of
breast cancer according to the guidelines issued in 2018
and still valid (Jassem and Krzakowski, 2018). Core
needle biopsy has not fully supplanted fine needle biopsy
due to the benefits of its use (e.g., lower invasiveness
and price). Besides, in the case of computer-assisted
cytology, the specific type of biopsy is less important
because the machine “sees” the digital image differently
than the human eye.

The collected material was fixed with spray and
dyed with hematoxylin (used to stain basophilic tissue
structures) and eosin (used to stain acidophilic tissue
structures). As a result of staining, the cell nuclei acquire
a blue tint, while the red blood cells and cytoplasm are
red. After staining and fixing, glass slides were digitized
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with the help of the Olympus VS120 scanner. As a result,
we obtained a set of 50 virtual slides (25 malignant and 25
benign cases) with the size of approximately 200,000 by
100,000 pixels.

To train our diagnostics system, we needed a certain
number of manually segmented cell nuclei, both benign
and malignant. Benign cell nuclei can be selected from
virtual slides classified as benign, and malignant cell
nuclei from malignant cases. It should, however, be borne
in mind that, in the case of cytological preparations of
malignant cases, there is a probability that a randomly
selected region of interest (ROI) will contain malignant
as well as benign cell nuclei. To avoid any mistakes
during ROI selection, we involved a pathologist in this
task. The doctor marked 11 small ROIs on each virtual
slide. The main selection criterion was to ensure that (a)
the ROI taken from malignant samples would contain only
malignant cell nuclei, (b) the number of nuclei would be at
least 10, (c) nuclei would be well visible. The result was
a set of 550 ROIs for 50 patients (set A), where 275 ROIs
represent benign cases and 275 ROIs stand malignant
ones.

Unfortunately, the time costs associated with manual
segmentation of 550 images were far too high for our
capabilities. Therefore, we created a smaller set of images
(set B) by selecting two ROIs for each patient, resulting
in 50 ROIs for benign cases and 50 ROIs for malignant
ones (in total, 100 ROIs for 50 patients). All ROIs from
set B were manually segmented and then used to train
and validate a U-Net neural network (see Fig. 1). For
this purpose, set B, consisting of 100 manually segmented
ROIs, was divided into two subsets: training (set B1) and
validation (set B2). The training set (B1) included 50
ROIs from 12 randomly chosen benign patients and 13
randomly chosen malignant patients (two ROIs for each
patient). The validation set (B2) included 50 ROIs from
13 benign patients and 12 malignant patients (two ROIs
for each patient).

We decided not to create a test set because the
number of manually segmented images was relatively
small, so we did not want to deplete the already small
training and validation sets. The validation set (B2) was
used to determine an optimal point to stop the training
of U-Net to avoid overfitting. The U-Net network test
was carried out on ROIs selected from set A, which were
not included in set B. In this case, the evaluation of the
quality of segmentation could only be visual because the
images from the test set were not manually segmented.
The quantitative assessment of the segmentation quality
could only be carried out on the validation set (B2).
The subsequent stages of dividing a set of images are
represented schematically in Fig. 2.

It should be emphasized that the experiment is
not about classifying images but individual cell nuclei.
Finally, about 1500–1700 benign and about 600–750

Benign cases

Malignant cases

Fig. 1. Cell nuclei: fragments selected from virtual slides.
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size of ROI: 512 x 512px

2130 cell nuclei
1501 benign

629 malignant

2189 cell nuclei
1562 benign

627 malignant

manual segmentation

random division of ROIs
based on patient data 

FIJI 
segmentation

UNET-MCW 
segmentation

detect and 
remove outliers

1336 cell nuclei
952 benign

384 malignant

1259 cell nuclei
908 benign

351 malignant

1308 cell nuclei
940 benign

368 malignant

detect and 
remove outliers

Fig. 2. Data distribution for various data sets.
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Fig. 3. Full view of a selected virtual slides digitized using the Olympus VS120 Virtual Microscopy System. A small fragment, marked
with a small black rectangle and an arrow, is selected and then shown enlarged.

malignant cell nuclei were obtained based on 50 ROIs
from set B2.

Manually selected ROIs are required only to train our
system. After that, the system works in inference mode
and classifies cell nuclei from new virtual slides. It can
even process the entire cytological specimen, so no ROI
selection is required. But still, it is more likely that the
pathologist will choose the sample he or she is interested
in to shorten the processing time.

4. Methods

4.1. Overview. The system aims to classify cellular
material coming from an examination of breast cancer
as benign or malignant. The system’s input is the
image of size 512 by 512 pixels, which represents a
very small fragment of the cytological specimen (see
Fig. 3). A pathologist can select which fragment of the
specimen should be examined. The chosen fragment of
the microscopic image is processed, and then cell nuclei
detected in the specimen are classified as malignant or
benign.

The system works in two modes: training and
prediction. In training mode, the system learns to detect
and segment cell nuclei, afterwards it also learns to
classify cell nuclei based on their morphology, color and
texture. In prediction mode, the system takes the input
image and segments it, detects nuclei, extracts features of
detected cell nuclei and finally predicts the class (benign
or malignant) of each nucleus.

The system has the form of an image processing

pipeline which consists of six steps:

1. image preprocessing,

2. semantic segmentation,

3. cell nuclei detection and instance segmentation,

4. feature extraction,

5. feature selection,

6. classification.

Each step has an associated image or feature processing
algorithm (see Table 1). In the first step, the input
image is subjected to color separation (to extract cell
nuclei, which are stained with hematoxylin) and image
normalization. During the second step pixels are classified
into three categories: nuclei interiors, nuclei edges and
background. This step is carried out by the U-Net neural
network (Ronneberger et al., 2015). In the third step,
the system detects centers of cell nuclei. This task is
realized using another U-Net neural network. In the
fourth step, the marker-controlled watershed algorithm is
applied to instance segmentation of cell nuclei. Having
precise shapes of cell nuclei, we extract features for
each nucleus (morphometric, colorimetric and textural
features). Finally, each nucleus is classified as benign or
malignant based on its features. This is done using a set
of classifiers: LDA, QDA, SVM, NB, RF, KNN, RPART
(see Section 4.7).
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Table 1. Scheme of the system.
Step Step name Objective Algorithm(s)

1 Image preprocessing
Color separation (extracting cell nuclei

which are stainedusing hematoxylin) and
image normalization

Colour deconvolution

2
Semantic

segmentation

Segment the image into three categories
(regions): nuclei interiors, nuclei edges,

background
U-Net neural network

3
Cell nuclei detection

and instance
segmentation

Detect the center of each cell nuclei and
identify the precise shape of each detected

nuclei

U-Net neural network +
marker-controlled watershed

(UNET-MCW), or alternatively
ultimate eroded points + watershed

(FIJI)

4
Feature extraction of

cell nuclei
Extract features for each detected nucleus

A set of morphometric colorimetric
and textual features are computed for

every detected cell nucleus

5
Feature selection of

cell nuclei
Reduction of the number of features LASSO

6
Classification of cell

nuclei
Classify each nucleus as benign or

malignant
LDA, QDA, SVM,NB, RF, KNN,

RPART(see Section 4.7)

4.2. Image preprocessing. Cytological preparations
used in our experiment are stained with hematoxylin and
eosin. Cell nuclei mainly react with hematoxylin staining
(blue), whereas cytoplasm and red blood cells mainly
react with eosin staining (red). Our aim is to separate
cell nuclei from the other structures using the information
about stain concentration. Unfortunately, absorption
spectra of hematoxylin and eosin (H&E) overlap in RGB
space.

To overcome this problem we can use the stain
separation method proposed by Ruifrok and Johnston
(2001). It uses the Beer–Lambert equation to associate the
attenuation of the light transmitted through a cytological
sample with the stain concentration (see Fig. 4). Based
on this law, we can extract stain concentrations at each
pixel from RGB intensities using the color deconvolution
algorithm. The method requires providing a color
deconvolution matrix tuned for a specific set of stains. It
can be determined empirically by measuring the relative
absorption for the red, green and blue channels on samples
stained with a single stain. The color deconvolution
matrix for H&E is generally well known, so in our
experiments we used the matrix provided by the colour
deconvolution plugin for FIJI software (Landini et al.,
2004). Before further processing, the image representing
hematoxylin concentration is normalized. First, a mean
value of the image intensity is subtracted from each pixel
value and then each pixel value is divided by the standard
deviation of the image intensity.

4.3. Semantic segmentation. Semantic segmentation
of an image is in fact a kind of classification of each

pixel into a predefined category. In our case, pixels
can be categorized as (a) the cell nuclei interior, (b)
the cell nuclei edge or (c) the background. Each pixel
must have associated the label of one of these categories.
Unfortunately, this process is quite difficult because cell
nuclei are heterogeneous and form complex structures
that overlap and create clumps. Creating a segmentation
program that would be based only on domain knowledge
is practically impossible. It seems that such a program
must absolutely use some form of machine learning
techniques.

However, the problem is that these techniques require
large amounts of data. In our case, we need to provide
a lot of images with precisely marked shapes of nuclei.
This is very time consuming and requires huge human
effort. Nonetheless, it was shown by Ronneberger et al.
(2015) that it is possible to train the neural network using
a relatively small dataset (30 images) and not overfit to
these data. This was possible due to using the U-Net
architecture of the neural network and multiplicating
training samples with a data augmentation algorithm.

This approach fits well to our scenario, where we
have 50 training images and 50 validation images with
manually marked nuclei shapes (see Fig. 5). Therefore,
we developed a slightly modified U-Net structure that
takes as the input a cytological image preprocessed
by colour deconvolution and produces as the output a
semantic map with labels that indicate pixel classes (i.e.,
nuclei interiors, nuclei borders and background).

The structure consists of a downsampling path (left)
and upsampling path (right), see Fig. 6. Between the
two, there are direct connections that allow propagation
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Fig. 4. H&E colour deconvolution.

Benign cases
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Fig. 5. Manual segmentation results.

of feature maps generated in the downsampling part to the
corresponding layers in the upsampling part. The former
path is assembled using repeated applications of the
convolutional block, each followed by paths maxpooling
operation with stride 2. At each downsampling step, the
spatial size of the feature map is reduced by a factor

of 0.5 and the number of feature channels is doubled.
The convolutional block consists of a convolution layer
(kernel size 3 × 3, padded with zeros) with ReLU
(rectified linear unit) activations followed by the batch
normalization and dropout layers, which in turn are
followed by the second convolutional layer with ReLU
activations (kernel size 3 × 3, padded with zeros) and the
second batch normalization layer. The upsampling path
is responsible for successive doubling of the spatial size
of the feature map and halving of the number of feature
channels. It consists of convolutional blocks followed by
the deconvolutional operation (transposed convolution).
At the top of the network, there is a convolutional layer
with ReLU activations (kernel size 3 × 3, padded with
zeros) followed by the softmax layer. They both generate
the output of the network in the form of three feature maps
(channels).

These maps have the same spatial size as the input
image, and they define for each pixel a class probability
distribution (Fig. 7). They must be transformed into
a semantic map to find the regions of the image
where there are nuclei interiors, nuclei edges, and
background. Each pixel receives the label of the class
for which it gained the highest probability. Compared
with the original U-Net structure, ours is equipped
with the batch normalization and dropout layers, it has
three downsampling (maxpooling) and upsampling layers
instead of four, the size of the output map is the same as
the input image and the number of filters in convolutional
layers is reduced by half.

Our training data set is relatively small.
Therefore, we implemented an image augmentation
procedure to enrich its diversity. Input images and
corresponding output maps undergo synchronized
random transformations (image scaling, random rotation,
vertical and horizontal flipping). The procedure takes
place online during the learning process. Each image that
goes into learning has a 0.5 chance of being transformed.
Thanks to this, the data fed into the neural network in
subsequent epochs are slightly different each time. As
a result, the overfitting problem can be eliminated more
effectively.

4.4. Cell nuclei detection and instance segmenta-
tion. To extract the features of individual cell nuclei, it is
necessary to (a) detect (localize) them on the picture and
(b) determine their instance segmentation (shapes). The
simplest way to do this is to take the binary map of nuclei
interiors and to find and label all connected components.
Such components can be seen as clusters of pixels with
the same value, which are connected to each other through
8-pixel connectivity. Unfortunately, it has been observed
that this approach tends to create objects consisting of
groups of clumped nuclei (see Fig. 8). This distorts the
features of cell nuclei and makes their classification less
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Fig. 6. Scheme of the U-Net neural network.

accurate.

To overcome this shortcoming, we developed an
alternative method (UNET-MCW) of cell nuclei instance
segmentation that is able to split touching and overlapping
objects given a binary map of nuclei interiors.

The method is based on the marker-controlled
watershed algorithm (Yang et al., 2006; Koyuncu et al.,
2016; Skobel et al., 2019). It is schematically presented
in Fig. 9. First, the binary map of nuclei interiors is
transformed into a virtual topographical surface by a
distance transform. Next, we must detect nuclei centers
because they will play the role of cell nuclei markers.
Further, markers are imposed into the topographic
surface using the pointwise maximum operation and
morphological reconstruction. Finally, the watershed
algorithm is carried out on the complement of the
topographic surface. It floods subsequent basins (local
minima) on the topographic surface and separates adjacent
basins by barriers when different water sources meet.

However, before we can apply marker-controlled
watershed to our data, we have to detect cell nuclei centers
to provide markers for the watershed algorithm. We
employed for this task the U-Net neural network. It has
the same architecture as the network used for semantic

segmentation (see Fig. 6). The only difference is in
the last convolutional block of the network (placed at
the top of the network), which is now composed of a
convolutional layer (kernel 3×3, padded with zeros) with
a sigmoid activation function. The input of the neural
network is the image of size 512 px×512 px preprocessed
with color deconvolution and the image normalization
procedure. As the output, we get a single feature map.
It assigns each pixel a probability of being a center of
the cell nuclei. The feature map is thresholded to get a
binary map that indicates pixels belonging to cell nuclei
centers. The neural network training process is based
on 100 images for which cell nucleus centers have been
manually marked. Images were divided into training (50
images) and validation images (50 images). Because the
training data set is relatively small, training images were
artificially augmented using randomized transformations:
scaling by a factor from 0.8 to 1.2, random rotation,
vertical and horizontal flip. The probability of occurrence
of each augmentation was 0.5.

To verify the effectiveness of our approach for
cell nuclei detection and instance segmentation, we
compared it with an alternative method that is based
on ultimate eroded points (UEP) with the watershed
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Results after deep learning
semantic segmentation

1st channel 2nd channel 3rd channel

Input image

Fig. 7. Result of U-Net based semantic segmentation. Pixel
classes: 1st channel—probability of the nuclei interi-
ors class, 2nd channel—probability of the nuclei edges
class, 3rd channel—probability of the background class.

Nuclei interiors Connected components

Fig. 8. Instance segmentation: groups of clumped nuclei.

algorithm (Vincent and Soille, 1991) (FIJI). Such
an approach is available in the Fiji image processing
software (Schindelin et al., 2012). We processed with
this method the same images that were processed by
the U-Net cell nuclei detector and marker-controller
watershed (UNET-MCW). Sample results can be seen in
Fig. 11. The results of a comprehensive comparison of
both methods are presented in Sections 5.2 and 5.3.

4.5. Feature extraction. To perform nuclei
classification one must first do nuclei segmentation,
as was described in Section 4.3. In the next step, based on
the segmented nuclei, classification of individual items
is possible. The classification workflow of cytological
images starts from the extraction of some characteristic
features (such as the area, perimeter, etc.; see below).
In our research we work with a set of 48 features (see
Table 2) that can characterize every single cell nucleus.

All the features can be further divided into three groups:

1. morphometric and location features,

2. colorimetric features based on (a) red, green and blue
color channels, (b) grayscale image representation
and (c) image after the H&E deconvolution,

3. features based on the analysis of cell nucleus tex-
tures. This group can be further divided into two
subgroups of features: (a) based on the gray-level
co-occurrence matrix (GLCM), (b) based on the
gray-level run length matrix (GLRLM).

The GLCM stores four elements (Guan et al., 2020):

• contrast,

• correlation,

• energy,

• homogeneity.

They were calculated for images both in grayscale and
after H&E deconvolution, which gives eight features
in total. Based on the GLRLM, seven elements were
considered:

• short-run emphasis,

• long-run emphasis,

• low gray-level run emphasis,

• high gray-level run emphasis,

• gray-level non-uniformity,

• run length non-uniformity,

• run percentage.

They were calculated also for two types of images: in
grayscale and after H&E deconvolution, which gives 14
features in total. Hence, the total number of textural-based
features gives 22 different items. For exact mathematical
formulas to calculate the above mentioned features, see
the work of Kowal and Filipczuk (2014). All the above
mentioned features are also summarized in Table 2.

4.6. Feature selection. The above mentioned 48
variables (see Table 2) should not be used directly in this
form. First, there are too many of them and, second,
they are very strongly correlated with each other. In
addition, they are not standardized, which can cause
some numerical problems. Therefore, before they can be
used to build classifiers, this set of 48 variables should
be modified accordingly. To this end, the following
preparatory assignments will be made.
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Table 2. List of extracted nuclei features. The items printed in italics are highly correlated with some other features and they were
excluded from further analysis

Group of features Feature names

Morphometric
and location

(1) area, (2) perimeter, (3) major axis length, (4) minor axis length,
(5) extent, (6) eccentricity, (7) equivalent diameter, (8) circularity,
(9) aspect ratio, (10) distance to nearest nuclei centroid,
(11) ellipse factor, (12) skeleton size,
(13) number of pixel sharing with neighbour nuclei , (14) bending energy

Colorimetric

(15) mean value in red channel, (16) mean value in green channel,
(17) mean value in blue channel, (18) mean value on deconvolution image,
(19) variance in red channel, (20) variance in green channel,
(21) variance in blue channel, (22) variance on deconvolution image,
(23) mean value on grayscale, (24) variance on grayscale,
(25) entropy on grayscale, (26) entropy on deconvolution image

Textural based
on gray-level
co-occurrence
matrix

in grayscale after deconvolution
27) contrast,
(28) correlation,
(29) energy,
(30) homogeneity

(31) contrast,
(32) correlation,
(33) energy,
(34) homogeneity

Textural based
on grey-level
run length
matrix

in grayscale after deconvolution
(35) short-run emphasis,
(36) long-run emphasis,
(37) gray-level non-uniformity,
(38) run percentage,
(39) run length non-uniformity,
(40) low gray-level run emphasis,
(41) high gray-level run emphasis

(42) short-run emphasis,
(43) long-run emphasis,
(44) gray-level non-uniformity,
(45) run percentage,
(46) run length non-uniformity,
(47) low gray-level run emphasis,
(48) high gray-level run emphasis

Step 1: The first step in preparing data for further
analysis should always be data standardization. Its
main goal is adjusting values measured on different
scales to a common scale because non-standardized
coefficients are not directly comparable. Typically
the standard scores are used (also called z-scores)
defined as

Y =
X − μ

σ
. (1)

Data standardization can in principle be considered
mandatory in almost all types of analyses.

Step 2: In the next step, it is worth looking at the data in
terms of the occurrence of outliers. They can greatly
distort the final results, so it is good to exclude them
from the data set. Outliers are easily detected using
classical boxplots. Any data points which lie beyond
the extremes of the whiskers are simply treated as
outliers.

Step 3: Among the 48 designated features of cell nuclei,
many are strongly correlated with each other, directly
or indirectly. Therefore, it is worth choosing only
the most important features. This procedure is
commonly known as variable (or feature) selection.
For this purpose, the LASSO algorithm was used,

which is known for its very good quality (Tibshirani,
1996; Hastie et al., 2009). It is a type of
regularization method that penalizes with L1-norm.
This step is the most time consuming because
LASSO must be executed many times to find an
optimal set of features. The procedure uses the k-fold
cross-validation technique and its results are random,
since the folds are selected at random. Users can
reduce this randomness by running LASSO many
times, and averaging the results.

Step 4: After feature selection it is worth looking at the
correlation matrix to see if there are still some highly
correlated features. If so, we arbitrarily decide to
exclude from the model one of the two features
where their correlation factor r is greater than 0.95.

Step 5: After completing the steps described above, we
get a modified dataset with a reduced number of
instances (result of removing outliers, Step 2) and
reduced dimensionality (result of using LASSO,
Step 3). Moreover, there are no strongly correlated
features in the data (Step 4). Such modified datasets
are ready to start building and testing classifiers.
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4.7. Classification. Many different classification
methods can be used to classify the analyzed objects.
In this work 7 classical parametric classifiers are used.
These include:

• LDA (linear discriminant analysis),

• QDA (quadratic discriminant analysis),

• SVM (support vector machine),

• RF (random forests),

• NB (naive Bayes),

• KNN (k-nearest neighbors),

• RPART (recursive partitioning and regression trees).

These methods are widely known and therefore we do not
discuss them in detail here. For more information, the
reader is referred to, e.g., Hastie et al. (2009) and James
et al. (2013). Various authors also propose new methods
or modify existing ones (see, e.g., Kantavat et al., 2018).

4.8. Methods of assessing the quality of classifiers.
A natural step after building a classifier is to evaluate
its performance. A large number of measures have been
developed and, typically, the training dataset is used for
this task. Four approaches are the most common (Hastie
et al., 2009):

1. Reclassification method. After building a classifier
using the training data set, the same data set is used
for evaluating its performance. In a sense, these
results can be considered less binding, because it can
be regarded as controversial to use exactly the same
full training dataset both for building and assessment
of the resulted classified.

2. Holdout method. This is the most typical type of
validation, in which the training data set is divided
randomly into independent sets: the training one and
the test one. Typically, the test set is smaller than
1/3 of the training set. Such a procedure is carried
out repeatedly hundreds of times and at the end the
average rate of correct classifications is calculated.

3. K-fold cross validation method (K-fold CV). The
original dataset is randomly divided into K equal
sized subsets. Out of these, a single subset is retained
as the validation data for testing the model, and
the remaining K − 1 subsets are used as training
data. The cross-validation process is then repeated
K times (the folds), with each of the K subsets
being used exactly once as the validation data. The
K results from the folds can then be averaged to
produce a single estimation. The advantage of
this method is that all observations are used for
both training and validation, and each observation
is used for validation exactly once. A 10-fold
cross-validation is commonly used but, in general, K
remains a design parameter.

4. Leave-one-out cross validation method (LOOCV).
This is a variation of the K-fold approach when
the N -element data set is divided into N subsets,
containing one element. The method involves using
one observation as the test data set and the remaining
N − 1 observations as the training data set. This
method is often used for small data sets.

All the above mentioned approaches were used to
assess the quality of the constructed classifiers.
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5. Results

5.1. Cell nuclei segmentation. The contours of
the cell nuclei are marked in each picture from test
data. This process, called manual segmentation, is the
ground truth for automatic segmentation methods (FIJI,
UNET-MCW). In summary, the evaluation of automatic
segmentation methods consists in comparing the location
of cell nuclei detected using these methods to the location
of nuclei detected during manual segmentation. A
simplified scheme of performing data sets for individual
segmentation methods is shown in Fig. 10.

In addition, both manual and automatic segmentation
methods are involved in the classification process.

5.2. Evaluation of cell segmentation results.
Demonstration of the segmentation accuracy of the
proposed methods requires quantitative research. For
this purpose a manual segmentation of cell nuclei was
performed on the basis of a reference set of cytological
images; see Fig. 5. The knowledge of the shape
and position of the reference cell nuclei allows one
to determine the number of true positive (TP) objects.
Detection of TP nuclei requires a method for measuring
their similarity. The most intuitive and one of the most
commonly used method for testing the similarity of two
sets is Jaccard’s index:

J(A,B) =
|A ∩B|
|A ∪B| . (2)

In this approach, we treat cell nuclei as binary sets
of pixels. Mutual comparison of the shape and position
between the reference and detected object determines the
value of the Jaccard index. This index can take values
in the range from 0 to 1, where 1 means full similarity
of the examined objects and 0 means no similarity. The
approach applied also requires setting a threshold for

Table 3. Automatic segmentation results: ‘B’ stands for benign,
‘M’ stands for malignant.

FIJI UNET-MCW

B
Recall 0,85 0.88
Precision 0.93 0.92
F-score 0.88 0.90

M
Recall 0.82 0.81
Precision 0.92 0.92
F-score 0.86 0.86

which the detected cell nucleus will be classified as TP.
In our experiments, the minimum threshold value was
set to 0.5. The set of objects detected by the automatic
segmentation method, which do not have their equivalent
in the set of manually detected objects, reach the false
positive (FP) category. Cell nuclei that were not detected
fall into the false negative (FN) category.

Three classical coefficients were used to assess the
quality of segmentation: recall, precision and the F-score.
Recall is defined as a quotient of the number of correctly
detected nuclei (TP) and the actual number of nuclei in the
image:

recall =
TP

TP + FN
. (3)

Precision is the ratio of TP to all automatically detected
nuclei:

precision =
TP

TP + FP
. (4)

Finally, the F-score is calculated based on the following
formula:

F-score =
2× precision × recall

precision + recall
. (5)

All the above mentioned coefficients are well known
and are commonly used in the evaluation of cytological
image segmentation results as well as in many other areas.
Moreover, the F-score is the harmonic mean of precision
and recall, and therefore it is the most important indicator
of segmentation quality in our experiments.

5.3. Cell nuclei segmentation results. We start the
presentation of results obtained by showing a qualitative
assessment. The results for sample images are presented
in Fig. 11. In this figure, it can be seen that the FIJI
segmentation method perfectly separates the area of cell
nuclei from the background, but it has problems with the
proper separation of individual objects. The application
of marker-controlled watershed segmentation methods
(FIJI, UNET-MCW) solves the problem of separation of
individual nuclei.

The paper proposes two different approaches
for detecting markers that are necessary to improve
the watershed segmentation process. The overall
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quantitative results obtained from both approaches based
on marker-controlled watershed segmentation are almost
identical; see Table 3 for a comparative study.

5.4. Feature selection results. The first step of feature
selection should be data standardization, as already
mentioned in Section 4.6, Step 1. This is a very simple
transformation of data, and we will not deal with it here.

In the next step (Section 4.6, Step 2) all obvious
outliers should be removed. Figure 12 shows boxplots
of sample data from the manual collection before and
after removing outliers. Table 4 shows a summary of the
number of observations in individual datasets before and
after removing outliers. It can be seen that approximately
half of the observations were removed. However, this is
not a serious problem, as the observations that remain are
sufficient to train classifiers.

Feature selections (Section 4.6, Step 3) were made
using the LASSO algorithm (Tibshirani, 1996),(Hastie
et al., 2009). The implementation available in the R

system (R Core Team, 2019) was used here. We employed
two functions from the glmnet package: predict.cv.glmnet
and cv.glmnet. The functions can be parameterized
and therefore we get slightly different final results. In
order to make the results reproducible, in Table 5 we
give the values of the parameters used. Note that
the cv.glmnet function does k-fold cross-validation for
the glmnet function and, as a consequence, the results
are somewhat random. Therefore, this function is run
multiple times (it was decided 100 times) and variables
that have been selected at least 90 times are included in
the final set of features.

In the last step (Section 4.6, Step 4), inspecting
the correlation matrix, some additional features can be
removed. When the correlation coefficient r between two
variables is greater than 0.95, we remove one of these
variables.

In Table 6 we show which features were finally
selected for each of the three analyzed datasets (being the
result of the FIJI and UNET-MCV segmentation methods
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Table 4. Overall number of detected nuclei.

Dataset
Number of observations

Before outlier detection After outlier detection
B M Total B M Total

Manual 1698 750 2448 952 384 1336
FIJI 1501 629 2130 908 351 1259
UNET-MCW 1562 627 2189 940 368 1308

as well as manual cell nuclei selection).

5.5. Quality of the employed classifiers. Evaluation
of the quality of constructed classifiers is not subject to
discussion. Omitting this step may lead to a situation
where we do not really know whether the obtained
classifiers have any practical value. Methods suggested
for this task were briefly discussed in Section 4.8.

It is also worth remembering that classifier quality
assessment is made based on the data set from a single
medical center. A consequence of this fact is that we
cannot precisely determine how our classifier will work
when classifying a completely different dataset coming
from another source than the one used to build the
classifier.

Nevertheless, the obtained results certainly tell us
something about the quality of the obtained classifiers.
The results (see Table 7) definitely prove that the quality
of our classifiers is quite good. In most cases the SVM
method gives the best results. Manual segmentation
is treated as the reference one. It is difficult to point
out a definite winner here. However, we can see that
the classification results are in fact comparable, which
somewhat proves that the methods of automatic cell
classification we use are effective, and this is a very

positive conclusion.

5.6. Classification results. One of the most natural
ways to demonstrate the quality of any classifier is to
show its results in the form of the so-called confusion
matrix. Each row of the matrix represents instances in
a predicted class while each column represents instances
in an actual class (or vice versa). Tables 8–11 show the
results for classification of the manual dataset (see Section
4.3 and Fig. 5) with the LDA, QDA, SVM, NB, RF, KNN
and RPART classification technique. The best result was
obtained for the SVM method and the worst one for the
RPART method. This result is not surprising, because
the SVM method is widely regarded as very robust and
reliable one.

Finally, it is also proper to mention that the
proposed procedure does not always work perfectly well.
Analysing Tables 8–11 it is not difficult to notice that the
classification of ‘M’ observations is clearly much worse
than that of ‘B’ observations. Unfortunately, it is not
entirely clear why this happens, and further research and
experiments are required here. Some explanation for this
behavior is that, for correct identification of most of the
cell nuclei, the images must be sufficiently ‘good and
clear’. The two worst cases are presented in Figs. 13(a)
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Table 5. Details on the R functions and packages used.
R function (package) Notes

lda (MASS) LDA classifier

qda (MASS) QDA classifier

svm (e1071) SVM classifier

randomForest (randomForest) RF classifier

NaiveBayes (claR) NB classifier

knn (class) KNN classifier. The number of neighbours set according
the popular rule-of-thumb: N =

√
n/2, n is the number

of examples.

rpart (rpart) RPART classifier. The complexity parameter cp was set
according the 1SE rule.

cv.glmnet (glmnet) LASSO feature selection. The following tuning
parameters were set: type.measure = "class", alpha =
1, family = "binomial"

predict.cv.glmnet (glmnet) LASSO feature selection. The following tuning
parameters were set: s = "lambda.min", type =
"nonzero"

and (c). The problem here is that the individual nuclei are
too close to each other and the proposed algorithms, in
their current version, cannot cope with correct separation
of such objects. What connects these images is the
blurring of the image and the lack of clear textures inside
the nuclei. In turn, Figs. 13(b) and(d) are examples of
very good cases, here the classification rate is very high.
Example 13(c) is one of three cases where the SVM
classifier scored accuracy below 60% and the only one
where it did not score at least 50% accuracy.

5.7. Some notes on the software used. Color
separation (Landini et al., 2004) and manual segmentation
were carried out using the Fiji software (Schindelin et al.,
2012). Semantic segmentation was carried out using the
TensorFlow library for the Python language. The UEP
based segmentation was carried out with the help of Fiji
software (Schindelin et al., 2012). Matlab was used to
implement the UNET-MCW algorithm.

All classifier calculations for the needs of this paper
were done with the R software, Version 3.6.1 (R Core
Team, 2019). Table 5 shows detailed information about
the most important functions used in the calculation.

6. Discussion

During our experiments two strategies of cell nuclei
segmentation were tested. Both approaches were based on
semantic segmentation realized with the help of the U-Net
network.

Unfortunately, the network was not able to extract
all cell nuclei. Especially, it had a problem separating
clumped cell nuclei. Therefore additional processing was
necessary. We used two alternative approaches to tackle
this issue. In the first approach, we trained another
U-Net network to detect centers of cell nuclei, and then
we applied the marker controlled watershed algorithm
(markers were defined by detected cell nuclei centers)
to separate clumped cell nuclei. The second (reference)
approach was based on two algorithms implemented in
the Fiji software. The UEP algorithm was used to detect
cell nuclei centers, and then Fiji’s implementation of the
watershed algorithm was used to separate clumped cell
nuclei. You can compare the obtained results in Fig. 11.

The evaluation of the results showed that the
proposed approach achieved 90% segmentation accuracy
for benign nuclei and 88% for malignant nuclei, according
to the F-score. We point out here that various
segmentation results can be found in the literature. For
example, the accuracy of 85%–90% (depending on the test
set used) was achieved by Veta et al. (2013). According
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Table 6. List of features selected by LASSO for each of the three analyzed datasets. Feature numbers (not names) were used and they
correspond to the numbers given in Table 2.

Data set Features selected
No. of
features

Manual
4 5 8 10 11 13 14 15 19 20 21
22 25 26 27 28 29 31 32 33 36

40 43 47
24

FIJI
5 6 8 9 10 12 13 14 15 16 17 19
20 22 25 26 27 28 32 33 34 40

47
23

UNET-MCW 1 5 8 10 11 13 19 22 28 32 36 11

Table 7. Accuracy of different classifiers for the manually segmented cell nuclei. Four classical tests were used, as described in
Section 4.8.

No. Method
Reclassi-
fication Holdout

K-fold
CV LOOCV

Manual
1 LDA 85.0 84.5 84.2 84.1
2 QDA 88.9 86.1 86.2 86.2
3 SVM 92.4 87.6 88.1 87.9
4 NB 80.7 79.3 79.8 80.2
5 RF 86.2 85.6 86.3 85.8
6 KNN 83.2 82.6 81.9 82.3
7 RPART 81.5 80.6 81.2 80.5
FIJI
1 LDA 85.6 84.7 85.1 85.1
2 QDA 87.0 85.3 85.1 85.3
3 SVM 90.9 85.9 86.4 86.1
4 NB 81.9 81.2 81.6 81.5
5 RF 87.3 86.6 86.5 86.7
6 KNN 84.7 82.9 84.0 83.9
7 RPART 86.1 85.1 84.3 83.1
UNET-
MCW
1 LDA 86.0 84.7 85.1 85.6
2 QDA 87.2 86.1 85.9 85.6
3 SVM 90.7 87.3 87.8 88.2
4 NB 85.7 84.7 85.4 85.5
5 RF 87.5 86.5 87.4 87.1
6 KNN 85.5 83.7 84.7 85.0
7 RPART 87.7 85.8 86.3 86.9

to the F-score, Husham et al. (2016) reports the accuracy
of 92%. The results obtained by us are more or less at
the same level. It is also worth emphasizing here that it
is difficult to compare the segmentation results if they are
obtained from various test sets.

The results of the segmentation evaluation indicate
that both methods based on the watershed algorithm
(i.e. FIJI and UNET-MCW) are characterized by similar
quality. Differences in the quality of segmentation
obtained by individual methods can be seen only at the

stage of classification.

Classification results show that automated methods
are able to indicate benign cells nuclei with accuracy
exceeding 90%. Unfortunately, malignant nuclei are
classified with a much lower accuracy of 65–70%. It
seems that the results obtained are worse than they might
have been due to the poor obtained results for six out
of 25 images (three of them are depicted in Fig. 13).
So it seems that in order to improve the classification
of malignant cases some additional discussions with
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a) b)

c) d)

Fig. 13. Four example images with classification results for
manual segmentation according to the SVM classifi-
cation method: benign case with 83% accuracy (the
worst) (a), benign case with 100% accuracy (b), malig-
nant case with 44% accuracy (the worst) (c), malignant
case with 100% accuracy (d).

physicians required to detect the characteristics of cell
nuclei that have been classified as malignant. We also
suspect that worse results for malignant cases may arise
due to the fact that the collection of malignant nuclei is
significantly smaller than that of benign nuclei. Moreover,
malignant cell nuclei are much more diverse than benign
nuclei. As a result, in a small population of malignant
cell nuclei, it is difficult to find those that are similar
to each other. The class imbalance is due to the fact
that the ROIs that represent benign samples contain more
cellular material than the ROIs of malignant samples.
Unfortunately, this fact only became obvious to us after
we performed manual segmentation of selected ROIs.

Considering all the above facts, we cannot solve
our problem by simply reducing the benign data set (by
resampling). We need more malignant cells in the training
collection. Our present experimental results show that the
classification accuracy for manually segmented cell nuclei
and automatically segmented cell nuclei are practically
the same. We are going to utilize this fact to prepare a
semi-automatic tool that will help pathologists segment
and label cell nuclei. This will significantly accelerate the
process of collecting training data in future. Thanks to
this, we will be able to collect a much larger and diverse
base of cell nuclei for more patients.

7. Conclusions

The article presented the problem of automatic
segmentation and classification of cytological images.
Segmentation based on UNET-MCW, in which the
markers are detected using convolutional neural networks,
achieved the best results. In the case of images classified
by the doctor as benign, their automatic classification
is very effective. The classification of malignant nuclei
is unfortunately worse. It seems that this is due to
the inferior quality of images which are more blurred
and devoid of important details. It can be assumed,
therefore, that after obtaining better images, it will be
possible to improve the results. The aim of the conducted
experiments was to show whether or not the methods of
automatic segmentation worsen the classification results
compared to manual segmentation. Fortunately, the
classification results for automatic segmentation were
certainly no worse than the results of the classification for
manual segmentation. This is a very positive conclusion.

An important open problem is automatic selection
of good quality fragments from virtual slides. It is a
necessary step to finally get good quality segmentation.
It would be best if the cell nuclei were not too smudged,
distorted or overlapped. For instance, the sample shown
in Fig. 13(d) can be considered as very good, while the
one shown in Fig. 13(c) it is difficult to carry out its
automatic segmentation. However, virtual slides contain a
large number of potential fragments. Therefore, a certain
challenge is automatic selection of good quality samples
that will allow good quality segmentation.

Another important problem is the right choice of
features for the classification task. In our experiments,
we used the LASSO algorithm, although of course there
are other techniques. Further testing would be required to
select the method most appropriate for our data.
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et al. (Eds), International Conference on Informa-
tion Technologies in Biomedicine, Springer International
Publishing, Cham, pp. 407–418.

Spanhol, F.A., Oliveira, L.S., Petitjean, C. and Heutte,
L. (2016). Breast cancer histopathological image
classification using convolutional neural networks, Inter-
national Joint Conference on Neural Networks, Vancouver,
Canada, pp. 2560–2567.

Tibshirani, R. (1996). Regression shrinkage and selection via
the lasso, Journal of the Royal Statistical Society: Series B
(Methodological) 58(1): 267–288.

Veta, M., van Diest, P.J., Kornegoor, R., Huisman, A., Viergever,
M.A. and Pluim, J.P.W. (2013). Automatic nuclei
segmentation in H&E stained breast cancer histopathology
images, PLOS ONE 8(7):e70221.

Vincent, L. and Soille, P. (1991). Watersheds in digital spaces:
An efficient algorithm based on immersion simulations,
IEEE Transactions on Pattern Analysis and Machine In-
telligence 13(6): 583–598.

Wang, D., Khosla, A., Gargeya, R., Irshad, H. and Beck, A.H.
(2016). Deep learning for identifying metastatic breast
cancer, arXiv: 1606.05718.

Xing, F. and Yang, L. (2016). Robust nucleus/cell detection and
segmentation in digital pathology and microscopy images:
A comprehensive review, IEEE Reviews in Biomedical En-
gineering 9: 234–263.

Yang, X., Li, H. and Zhou, X. (2006). Nuclei segmentation using
marker-controlled watershed, tracking using mean-shift,
and Kalman filter in time-lapse microscopy, IEEE Trans-
actions on Circuits and Systems I: Regular Papers
53(11): 2405–2414.

Marek Kowal received his PhD degree in elec-
trical engineering from the University of Zielona
Góra, Poland, in 2004, and his DSc degree in
computer science from the Częstochowa Univer-
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