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Acoustic features of speech are promising as objective markers for mental health monitoring. Specialized smartphone apps
can gather such acoustic data without disrupting the daily activities of patients. Nonetheless, the psychiatric assessment of
the patient’s mental state is typically a sporadic occurrence that takes place every few months. Consequently, only a slight
fraction of the acoustic data is labeled and applicable for supervised learning. The majority of the related work on mental
health monitoring limits the considerations only to labeled data using a predefined ground-truth period. On the other hand,
semi-supervised methods make it possible to utilize the entire dataset, exploiting the regularities in the unlabeled portion of
the data to improve the predictive power of a model. To assess the applicability of semi-supervised learning approaches, we
discuss selected state-of-the-art semi-supervised classifiers, namely, label spreading, label propagation, a semi-supervised
support vector machine, and the self training classifier. We use real-world data obtained from a bipolar disorder patient to
compare the performance of the different methods with that of baseline supervised learning methods. The experiment shows
that semi-supervised learning algorithms can outperform supervised algorithms in predicting bipolar disorder episodes.
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1. Introduction

Acoustic parameters extracted from speech have been
recently studied as objective biomarkers for a psychiatric
assessment of the mental state to complement otherwise
invasive and costly methods (Arevian et al., 2020;
Panek et al., 2015). They are particularly promising
for predicting a recurrence of bipolar disorder (BD)
episodes (Faurholt-Jepsen et al., 2019). The presence of
smartphones in everyday life facilitates the continuous
and nondisruptive collection of acoustic data. At
the same time, the main challenge of sensor-based
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mental health monitoring remains in proper data analysis
(Antosik-Woéjcinska et al., 2020). While acoustic data
can be collected during virtually every phone call, usually
the assessment of the mental state of a patient seldom
occurs. If it occurs, it typically happens during onsite
interviews with psychiatrists. Moreover, the process of
assigning labels is accompanied by several uncertainties,
i.e., when annotating the audio recordings with class
labels.  Furthermore, the outcome of a psychiatric
interview is subject to the patient’s condition during the
visit. Nonetheless, the patient’s mental state may change
radically after the visit, especially in the case of treatment
modification. Researchers typically extrapolate the BD
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phase of a patient (as assessed by a psychiatrist) to the
surrounding days assuming some specific ground truth for
the analyses, such as 7 days before and 2 days after the
psychiatric assessment (Griinerbl et al., 2015).

Within this paper, acoustic features extracted from
the speech are preprocessed and semi-supervised learning
is applied to capture uncertainties related to partially
labeled data collected from smartphones. This study
is a continuation of our previous works concerning
smartphone-based monitoring of speech. The majority
of the related work in this application domain limits the
considerations only to labeled data using a predefined
ground-truth period (see, e.g., Griinerbl et al., 2015;
Espinola et al., 2021; Dominiak et al., 2022). Previously
(Casalino et al., 2020), we have proposed the use of
an incremental semi-supervised classification algorithm
based on fuzzy C-means clustering algorithm. However,
the lack of labels was simulated. This algorithm was
further extended by Kaczmarek-Majer et al. (2022b;
2022c) to reflect the dynamic nature of data in
the definition of linguistic summaries constructed for
explaining purposes, and by Kmita et al. (2022) to handle
label uncertainty. To ensure proper aggregation of sensor
data, the mental changes are assigned to day periods
rather than individual acoustic frames in data (Hryniewicz
and Kaczmarek-Majer, 2021; Kaminska et al., 2020). In
the present work, we take one step further in this direction
and perform an experimental evaluation of top-performing
semi-supervised and supervised classifiers. While the
proposed approach makes use of previously existing
methods, its main novelty is performing common
evaluations for real-life data (both labeled and unlabeled
data are considered).

The major contribution of this work is confirming
that semi-supervised learning outperforms supervised
learning for partially labeled data streams in the context
of mental health monitoring. The performance of the
semi-supervised methods has been illustrated with data
from a prospective study carried out by the Institute of
Psychiatry and Neurology in Warsaw (Poland), and the
applied methods were evaluated in terms of accuracy
using cross-validation and out-of-time scenarios.

That paper is organized as follows. In Section 2]
related work is presented. Section [ focuses on the
methodology. Section[d]explains the application scenario.
The results of the experiments are presented in Section
The conclusion and future directions of this research are
depicted in Section[6l

2. Literature review

In the last two decades, machine learning and its
applications in healthcare have gained a lot of attention.
Learning algorithms are used to support medical decisions
by automating time-consuming tasks (Alanazi, 2022;

Kusy and Zajdel, 2021). Among the machine learning
algorithms, supervised techniques require labeled data,
and providing labels is usually a very tedious and
error-prone task. In many applied contexts, collecting
labeled data is even infeasible, or only very limited
labeled examples can be gathered. At the same time,
unsupervised learning techniques, such as clustering
algorithms, overcome these limitations since they extract
knowledge from unlabeled data to construct predictive
models. However, due to the absence of labeled
information on the data distribution, clustering methods
may provide non-satisfactory results and generate data
partitions that include instances from different a-priori
known classes.

Semi-supervised learning algorithms aim at using
a combination of both labeled and unlabeled data.
We follow the key idea of semi-supervised learning
to equip unsupervised learning (e.g., clustering) with
a partial supervision mechanism that provides useful
guidelines during the process of knowledge discovery
from data. Hence, the goal of semi-supervised clustering
is to identify semantic categories by grouping together
similar data taking advantage of the domain knowledge
(supervised information) explicitly supplied by a domain
expert (Gonzalez-Almagro et al., 2023).

The use of class labels to aid unsupervised clustering
has been the focus of several research works and various
computational methods have been applied in the context
of clustering with partial supervision ranging from seed,
model, and expectation-maximization, support vector
machines (Li et al., 2009b), probabilistic methods (Ao
et al., 2014; Ruiz and Finke, 2019), to objective function
based algorithms (Bilenko et al., 2004) such as K-means
(Basu et al., 2002).

In the last few years, many researchers have
proposed semi-supervised fuzzy clustering algorithms. In
particular, a huge number of semi-supervised variants
of the well-known FCM (fuzzy C-means) clustering
algorithm (Pedrycz and Waletzky, 1997) has been
proposed (see, e.g., Li et al., 2009a; Mai and Ngo, 2015;
Arshad et al., 2019; Lai and Garibaldi, 2011). Fuzzy
C-Means (FCM) by Bezdek (2013) allows the data to be
allocated to several clusters (classes) to various degrees.
In the work of Arshad et al. (2019), a semi-supervised
fuzzy C-means clustering for imbalanced multi-class
classification is proposed. In the work of Bennett and
Demiriz (1998) a variant of the support vector machine
(SVM) is proposed for semi-supervised data. Affinity
graphs are used by Zhu and Ghahramani (2002) as well as
Zhou et al. (2003) to iteratively propagate the class labels
from labeled data to their unlabeled neighbors. In the
work of Yarowsky (1995) an algorithm to use unlabeled
data with a supervised algorithm is presented. For a
complete review of semi-supervised methods, the reader
is referred to Cai et al. (2023).
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Notwithstanding the number of semi-supervised
algorithms proposed in the literature, to the best of
our knowledge, there has been no systematic attempt
yet to investigate the efficiency of these algorithms
in sensor-based mental health monitoring, which is
highly characterized by the presence of both labeled
and unlabeled data of uncertain nature. In the majority
of related works (see, e.g., Low et al., 2020; Espinola
et al., 2021; Arevian et al., 2020; Griinerbl et al., 2015;
Faurholt-Jepsen et al., 2019), the problem of predicting
a new bipolar disorder episode is stated as a supervised
learning task. To alleviate the challenges deriving from
the uncertainty about patients’ state and limited data,
Hryniewicz and Kaczmarek-Majer (2021) as well as
Kaminska et al. (2019) applied unsupervised learning
techniques are applied and the whole dataset was used
for learning rather than constraining it only to a few days
before and after the interview with the psychiatrist.

3. Methodology

The aim of this work is to compare selected supervised
and semi-supervised methods in the context of
sensor-based monitoring of mental state.

3.1. Supervised learning. The classification task
consists of finding a function f : RP — C that assigns
one of k labels C' = {c1,...,c} to each observation
vector ; € RP. In our case, this translates to indicating
the likely mental state of a patient based on a given set of
acoustic features of her speech. The training of classifiers
is based on a list of n observations X = [x1,..., 2]
Supervised methods require it to be fully labeled, i.e.,
to provide a vector of classes Y = [y1,...,Yn|, Where
y; € C. In experiments, we apply decision trees
(DTs), K-nearest neighbors (KNN), and the support vector
machine (SVM) as baseline methods. For further details,
see, e.g., the work of Breiman et al. (2017). According to
a recent review by Antosik-Wojcinska et al. (2020), these
supervised algorithms appear frequently in the literature
to support the considered applied problem.

3.2. Semi-supervised learning. Let us now consider a
scenario that for [ (I < n) observations from X the class
label is unknown, thus it is a partially labeled dataset. We
formulate the task of semi-supervised learning as finding
a function f : RP — (™ that assigns one of k + 1
labels C* = {c1,...,cx} U {NA} to each observation
vector ; € RP. Keeping the unlabeled observations
allows semi-supervised learning algorithms to exploit
their patterns to improve prediction. This is most useful
for scarcely-labeled datasets. Alternatively, omitting the
observations x; that lack the class assignment, y; = NA,
from the training data would reduce the problem to the
supervised case.

Semi-supervised algorithms are usually based on
two main assumptions: (i) assumption of consistency:
similar observations are more likely to belong to the same
class. This is a local assumption; (ii) cluster assumption:
data belonging to the same geometrical structure (e.g.,
clusters) are more likely to share the same label. It is a
global assumption (Zhou et al., 2003). In this work, we
compare the following four semi-supervised classification
algorithms: the semi-supervised support vector machine
(S3VM), label spreading (LS), label propagation (LP),
and the self training classifier (STC). They are now briefly
presented.

3.2.1. Semi-supervised support vector machine. The
supervised support vector machine (SVM) algorithm
estimates the classification function by using the principle
of statistical risk minimization (SRM). However, this
function takes into account labeled data only. On the
contrary, overall risk minimization (ORM) is able to learn
a classification function by minimizing both the empirical
misclassification rate and the function capacity on labeled
and unlabeled data. The semi-supervised support vector
machine (S3VM) algorithnﬂ was originally proposed
by Bennett and Demiriz (1998). It learns the model
from a “training set” (labeled data) and a “working set”
(unlabeled data) by constructing a support vector machine
to solve the ORM problem proposed by Vapnik (2006).

3.2.2. Label propagation. The label propagation (LP)
algorithm, proposed by Zhu and Ghahramani (2002)
is an iterative algorithm that propagates labels through
the data using a high-density area obtained from the
unlabeled data. This algorithm exploits the assumption
of consistency: observations close to each other share
similar labels. Thus, a fully connected graph is generated,
where nodes are data points and the edges are weighted
based on the Euclidean distance. Labels are then
propagated from each node to its neighbors, according
to the distance. Particularly, soft labels, interpreted as
distributions over labels, are generated from each node to
all the connections.

3.2.3. Label spreading. The label spreading (LS)
algorithnﬂ proposed by Zhou et al. (2003), is a variant
of the LP algorithm. It uses a symmetrical matrix
to spread the labels through a fully connected graph.
During each iteration, each node receives information
from its neighbors and at the same time preserves the
initial information. Labels are assigned to unlabeled data

1s3vM Python library: https://pypi.org/project/semi
supervised/,

2LS, LP and STC are available in the Scikit-learn semi-supervised
learning library: https://scikit-learn.org/stable/modu
les/semi_supervised.html.
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Fig. 1. Workflow explaining the experimental setting.

based on the majority of information received during the
iterative process.

3.24. Self training classifier. The self-training
classifier (STC) proposed by Yarowsky (1995) allows
using supervised classifiers as semi-supervised, in order
to learn from unlabeled data. It is an iterative algorithm
that predicts pseudo-labels for the unlabeled data and adds
them to the training set. The algorithm continues iterating
until a stop condition is reached (e.g., maximum number
of iterations or no new pseudo-labels are added). In this
work, we adapt the support vector machine with the radial
basis function (RBF) kernel.

4. Application scenario: Classification of
bipolar disorder episodes

4.1. About the prospective BD study. Bipolar
disorder (BD) is a chronic disease affecting 1-2% of the
population (Grande et al., 2016). It is characterized by
various episodes ranging from euthymia (state of health)
to the mixed states (depressive and manic symptoms
present).  Early detection of a starting episode is
important for improved treatment, however, the frequency
of visits with the psychiatrist is usually insufficient to
provide early intervention, and patients by themselves
are usually not aware of the need for treatment if a new
episode starts. Hopefully, smartphones may deliver valid
objective markers, such as acoustic features extracted
from speech (Antosik-Wdjcinska et al., 2020). A recent
prospective study was conducted in 2017 and 2018 in the
Department of Affective Disorders, Institute of Psychiatry
and Neurology in Warsaw (see the work of Dominiak et al.
(2022) for the protocol of this study) to further investigate
these markers. The study included patients diagnosed
with bipolar disorder (according to ICD-10 classification).
BDmon—a dedicated mobile application—was developed
and installed on the patients’ smartphones to collect

s R
Cross-validation

4 Algorithms\ / Evaluation N

F1-score

acoustic features from the patient’s voice during phone
calls.

4.2 Acoustic features extraction and data pre-
processing. The acoustic parameters were extracted
from voice data using the openSMILE library (Eyben
et al., 2013), calculated for the short frames of 20 ms
and omitting the interlocutor’s speech. The variability
of the following acoustic parameters was considered
as predictors in further analyses: (i) energy of the
speech signal; (ii) the fundamental frequency (FO)
and its envelope, which is the dominant tone; (iii)
zero-crossing rate at which a signal changes its sign; (iv)
voicing probability; and (v) the mel-frequency cepstral
coefficients (MFCC). Next, noise or silence was removed
from the signal with methods inspired by Otsu (1979) and
the levels of the loudness parameter. Finally, each call was
aggregated using arithmetic mean and standard deviation.

4.3. Labeling. We now explain the ground truth and
the labeling process based on psychiatric assessments.
During each interview, the doctor assessed the patient’s
mental state using questions concerning the depressive
symptoms derived from the Hamilton depression rating
scale (HAMD) and the manic symptoms derived from
the young mania rating scale (YMRS). The higher
the total score, the more intense the depressive or
manic symptoms are. Next, based on the outcomes of
the psychiatric assessment and the ground-truth period
following (Griinerbl et al., 2015; Faurholt-Jepsen et al.,
2016), each observation was assigned a healthy class
(euthymia denoted as E), unhealthy class (mixed episode
denoted as X) or no label was assigned (denoted as U). No
depressive (D) or manic (M) classes were present for the
patient, whose data is the basis of this study.

4.4. Experimental setting. Figure [[l summarizes the
adopted experimental setting. We address the bipolar
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disorder prediction as a binary classification problem
where we predict the healthy and the unhealthy episodes.
First, we consider a subset of data (training set) to
compare the different classification algorithms. Stratified
cross-validation is used in order to obtain general results.
For a fair comparison, the same subsets of data are
considered for each fold and only labeled data are
used for the supervised algorithms, whilst both labeled
and unlabeled data are used for the semi-supervised
algorithms. Standard classification measures have been
used to evaluate the classification performance for both
supervised and semi-supervised algorithms; thus, only
labeled data, in each fold, are used for the performance
evaluation.

However, these global models, obtained through
cross-validation, do not capture the characteristics of
data that evolve over time. In order to overcome this
limit, we validated the approach in a realistic setting,
and out-of-time validation was performed. Phone calls
surrounding the last visit with the psychiatrist during
which the state of the patient was confirmed and all the
proceeding phone calls are considered as validation data.
Classification algorithms were trained on the training set
and then evaluated on the validation set. In this way,
even if still in a static setting, time has been taken
into consideration. In the context of bipolar data, the
analysis cannot ignore when data were acquired, because
predictive models should be able to identify the bipolar
episodes in order to alert in the case of an onset of a
disease state.

5. Experimental results

5.1. About data. In this work, data belonging to
a single patient are considered. A total of 1035 calls
were split into two sets (training and validation). As
summarized in Table[T] the patient was in the healthy state
(euthymia—E) and in the unhealthy state (mixed—X),
but most of the frames are unlabeled (U). Indeed, since
the control visits cover a low number of days, several
unlabeled data have been collected before and after when
these states were recognized. The sequences of the states,
for the training and validation sets, respectively, were the
following: “UXUEU” and “XU”. In the calls considered
for the training set, the patient moved from the disease
state to the healthy one. The validation set contains only
disease data and unlabeled ones. Figure 2] shows the data
distribution for the training and validation sets. Principal
component analysis (PCA) has been used to reduce the
data dimensions. It can be observed that (i) the healthy
and disease classes are mostly overlapped (E and X dots),
(i1) unlabeled data points (U dots) are the majority, and
(iii) data distribution in training and validation sets are
very different.

classes
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Fig. 2. Visualization of training (a) and validation (b) datasets
in a two-dimensional space, obtained through PCA.

Table 1. Main characteristics of datasets.
State No. of calls Total

X 122
Training set E 66 863
U 675
. X 80
Validation set U 9 172
5.2. Cross-validation. First, we compare the

performance using the standard cross-validation setting
on data belonging to the “training set.”  Five-fold
cross-validation was used to evaluate the robustness of the
classification algorithms. Table 2] shows the classification
performance of the considered algorithms. Particularly,
the average values, through the folds, are reported.
We can observe that in this setting the best results
were returned by the S3VM algorithm (semi-supervised),
which overcomes the supervised ones. It returns high
precision and recall values, suggesting that the model
is able to correctly recognize the healthy and disease
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Table 2. Average values of classification performance, obtained
with cross-validation setting, on the training data.

Table 3. Classification performance with out-of-time validation
setting on the validation set.

Algorithm  Accuracy Precision Recall Fl-score Algorithm  Accuracy Precision Recall Fl-score
KNN 0.79 0.80 0.74 0.75 KNN 0.81 1 0.81 0.90
DT 0.70 0.67 0.67 0.67 DT 0.60 1 0.60 0.75
SVM 0.80 0.80 0.74 0.75 SVM 0.92 1 0.93 0.96
LS 0.70 0.82 0.56 0.54 LS 0.96 1 0.96 0.98
LP 0.73 0.83 0.62 0.60 LP 0.96 1 0.96 0.98
STC 0.79 0.80 0.74 0.75 STC 0.71 1 0.71 0.83
S3VM 0.89 0.90 0.87 0.88 S3VM 0.80 1 0.80 0.89

episodes. This result suggests that the algorithm is able
to exploit the hidden information in data to create a model
that better fits the data if compared with the supervised
algorithms that could only use a-priori information. Also,
the label spreading and label propagation algorithms
return comparable results with the decision tree, but the
KNN and SVM perform better, whilst, the self-training
classifier has comparable results with the KNN and SVM.

We assembled violin plots to illustrate the stability
of the considered methods. This visualization method
simultaneously presents a box plot and kernel density
estimate. Panels in Fig. [Blshow the following performance
metrics: (a) accuracy, (b) precision, (c) recall, (d)
F1-score. Compact violins indicate a higher repeatability
of the results than stretched ones.

The decision tree algorithm is the most stable,
which is indicated by its compact and wide violins for
the four measures, suggesting that it returns similar
values irrespective of the randomness related to the fold
assignment in cross-validation. However, as previously
discussed, its classification performance is low. The
S3VM algorithm archives the best classification values,
and it is quite stable. It is worth noticing that the KNN and
SVM algorithms are able to reach quite high classification
values, but their plots are stretched, suggesting sensitivity
to data. Among the semi-supervised methods, LS, LP,
and STC have very thin and long violins for the F1-score
graph, suggesting not stable results. However, bipolar
data are very difficult to classify, as confirmed by previous
works. Also, the assumption of consistency and the
cluster assumption is hardly satisfied in bipolar data as
shown in Fig. [2| classes are not easily separable, and they
are overlapped. Also, no patterns can be identified in data.
All those factors affect the outcomes.

5.3. Out-of-time validation. Table 3] summarizes the
results obtained with the train-test setting. In this case,
the LS and LP algorithms outperform the fully supervised
ones. Even though all labeled data in the validation set
belongs to the disease class, DT and STC models have
the lowest recall values, suggesting the presence of false

negatives. On the contrary, LS and LP reach very high
values of recall (almost 1), thus all the observations were
correctly assigned to the disease class.

Overall, in both cross-validation and train-test
settings, we observe that the semi-supervised algorithms
return better results than the supervised ones. In the
context of bipolar data, where most of the data are
unlabeled, this is an encouraging result, suggesting that
both labeled and unlabeled data should be considered for
more accurate predictions.

6. Conclusion

Semi-supervised learning algorithms have been
increasingly gaining attention in recent years due to
the extensive presence of data with partial labeling.
We experimentally illustrated that semi-supervised
algorithms can outperform supervised ones for a mental
health monitoring problem. Semi-supervised methods are
able to exploit both the a-priori knowledge coming with
the class labels, and the inner structure of data, emerging
in an unsupervised way.

In this work, we consider a case study on
the classification of bipolar disorder episodes for a
single patient. These are stream data representing
acoustic features derived from frames of patients’
calls, collected with a dedicated mobile application.
Whilst acoustic features are obtained on a daily
basis, labels, corresponding to patients’ states, are
assigned during control visits occurring every 2-3
months. Hence, the data are naturally only partially
labeled. Two validation scenarios have been carried
out to compare the classification performance of
semi-supervised and supervised algorithms. First, we
run stratified cross-validation to evaluate the robustness
and generality of the selected methods, and we then run
out-of-time validation. In both scenarios, semi-supervised
algorithms outperformed the supervised ones. Results
have shown that semi-supervised algorithms play an
important role in discovering hidden structures in data,
so as in improving the classification performance in the
presence of a limited fraction of labeled data.

In future work, we plan to conduct experiments
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Fig. 3. Comparison of different algorithms in terms of classification accuracy (a), precision (b), recall (c), and F1-score (d).

for a larger and more diverse group of patients.
Methodologically, we intend to exploit fuzzy
semi-supervised clustering as a knowledge-based
guidance mechanism to provide additional hints about
data. The evolving nature of data will be exploited
through stream semi-supervised algorithms (Gomes
et al., 2022; Leite et al., 2020). Finally, multimodal
data, combining different kinds of information will be
used to verify whether they are able to improve both the
classification performance and the explainability of the
results (Kaczmarek-Majer ef al., 2022a).
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