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In the present paper, some results concerning the continuous dependence of optimal solutions and optimal values on data
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1. Introduction

The question of the continuous dependence of solutions
to an optimal control problem on data (the so-called sta-
bility analysis of solutions or well-posedness) is very im-
portant from the point of view of practical applications of
theory. Indeed, if the problem is related to a physical phe-
nomenon, its data can be considered only an arbitrarily
close approximation to exact values. Consequently, if the
solution does not depend continuously on the data, it is
not actually determined.

Example 1. Let us consider the one-dimensional system
with a scalar parameterω ∈ [1/2, 1]

ẋ1(t) = x2(t),

ẋ2 (t) = u(t)− ω2x1(t),

u (t) ∈ [0, 1]

with boundary conditions

x1(0) = 0, x1(π) = 0,

x2(0) andx2(π) are free,

and the cost functional

Jω(x, u) =

π∫
0

x1(t)
(
x1(t)− 103

√
2π

)
dt→ inf.

In a way analogous to (Idczak, 1998) one can show that
for any parameterω ∈ [1/2, 1] the above optimal control
problem possesses an optimal solution(x∗ω, u

∗
ω).

† Supported by grant 7 T11A 004 21 of the State Committee for
Scientific Research, Poland.

One can show that for anyω ∈ [1/2, 1)

Jω (x∗ω, u
∗
ω) ≥ −4× 103π

√
2π.

If ω = 1, then the control system has a solutionxω (not
unique) only foru ≡ 0. Moreover,

Jω (x∗ω, u
∗
ω) = −4× 106.

So, we see that asω → 1, the optimal value has a jump,
i.e. it is not continuous with respect toω at the pointω =
1. In this case, we say that the optimal control problem is
ill posed. �

The stability analysis of solutions to finite-
dimensional mathematical programming problems
was investigated, e.g. in (Banket al., 1983; Fiacco,
1981; Levitin, 1975; Robinson, 1974). A survey of the
results for the case of abstract Banach spaces is given in
(Malanowski, 1993).

We study the continuous dependence of solutions and
optimal values on data for the optimal control problem
associated with the Goursat-Darboux problem

∂2w

∂x∂y
= g

(
x, y, w,

∂w

∂x
,
∂w

∂y
, u

)
,

(x, y) ∈ P = [0, 1]× [0, 1] a.e.,

w(x, 0) = ϕ(x), w(0, y) = ψ(y), x, y ∈ [0, 1],

I(w, u) =

1∫
0

1∫
0

G(x, y, w, u) dxdy → min,

u ∈ UM =
{
u ∈ L2(P ); u(x, y) ∈M,

(x, y) ∈ P a.e.
}

(NH)

(in linear and nonlinear cases).
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Systems of this type (in control theory they are called
two-dimensional (2D) continuous Fornasini-Marchesini
systems) have been investigated by many authors (see,
e.g. (Bergmannet al., 1989; Pulvirenti and Santagati,
1975; Surryanarayama, 1973)). They can be applied to
describe the absorption gas phenomenon (Idczak and Wal-
czak, 1994; Tikhonov and Samarski, 1958).

Our aim is to obtain stability results analogous to
those obtained in (Walczak, 2001) for an ordinary prob-
lem. The main tools used in the study of the stabil-
ity question in the case of abstract Banach spaces are:
the implicit function theorem for generalized equations
(Robinson, 1980), the open mapping theorem for set-
valued maps (Robinson, 1976), and composite optimiza-
tion (Ioffe, 1994). Our proofs make no appeal to the above
approaches.

First, we consider Problem (NH) in the case when
the system is linear, autonomous, and the setM does not
vary. The approach used here is based on the Cauchy for-
mula for a solution to a linear autonomous system. Since,
in the nonlinear case, we have no formula for solving sys-
tem (NH), in this case we use a different method, based on
the Gronwall lemma for functions of two variables and the
continuity of the mappingM 7−→ UM (in the Hausdorff
sense). Let us point out the fact that this method cannot
be applied in the linear case.

2. Space of Solutions to the Goursat–
Darboux Problem

By a function of an interval (Łojasiewicz, 1988) we mean
a mappingF defined on the set of all closed intervals
[x1, x2] × [y1, y2] contained inP , with values inR. We
say thatF is additive if

F (Q ∪R) = F (Q) + F (R)

for any closed intervalsQ,R ⊂ P such thatQ∪R is an
interval contained inP and IntQ ∩ IntR = ∅.

Let a functionz : P → R of two variables be given.
The functionFz of an interval given by

Fz

(
[x1, x2]× [y1, y2]

)
= z (x2, y2)− z (x1, y2)

− z (x2, y1) + z(x1, y1)

for [x1, x2] × [y1, y2] ⊂ P is called the function of an
interval associated withz.

We say that a functionz : P → R of two variables is
absolutely continuous (Walczak, 1987) ifz(0, ·), z(·, 0)
are absolutely continuous functions on[0, 1] and Fz is
an absolutely continuous function of an interval.

It can be shown (Walczak, 1987) thatz : P → R is
absolutely continuous if and only if there exist functions

l ∈ L1(P,R), l1, l2 ∈ L1([0, 1],R) and a constantc ∈ R
such that

z (x, y) =

x∫
0

y∫
0

l (s, t) dsdt+

x∫
0

l1 (s) ds

+

y∫
0

l2 (t) dt+ c (1)

for (x, y) ∈ P .

The above integral formula implies that the partial
derivatives

∂z

∂x
(x, y) ,

∂z

∂y
(x, y) ,

∂2z

∂x∂y
(x, y)

exist a.e. onP and

∂z

∂x
(x, y) =

y∫
0

l (x, t) dt+ l1 (x) ,

∂z

∂y
(x, y) =

x∫
0

l (s, y) ds+ l2 (y) ,

∂2z

∂x∂y
(x, y) = l (x, y)

for (x, y) ∈ P a.e. (Idczak, 1990).

Moreover, it is easy to see that a functionz : P → R
is absolutely continuous and satisfies the conditions

z (0, y) = 0 for y ∈ [0, 1] ,

z (x, 0) = 0 for x ∈ [0, 1] ,

if and only if there exists a functionl ∈ L1 (P,R) such
that

z (x, y) =

x∫
0

y∫
0

l (s, t) dsdt (2)

for (x, y) ∈ P .

By AC2(P,R) we denote the set of all functions
z : P → R, each of them having the integral rep-
resentation (1) with functionsl ∈ L2(P,R), l1, l2 ∈
L2([0, 1],R).

By AC2
0 (P,R) we denote the set of all functions

z : P → R each of them having the integral represen-
tation (2) with functionl ∈ L2(P,R).

By AC2(P,Rn) (AC2
0 (P,Rn)) we denote the set

of all vector-valued functionsz = (z1, z2, . . . , zn) :
P → Rn such that each coordinate functionzi : P → R
belongs toAC2(P,R) (AC2

0 (P,R)).
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It is easy to see thatAC2
0 (P,Rn) with the scalar

product

〈z, w〉AC2
0 (P,Rn) =

∫
P

〈
l (s, t) , k (s, t)

〉
Rn dsdt,

where

z (x, y) =

x∫
0

y∫
0

l (s, t) dsdt,

w (x, y) =

x∫
0

y∫
0

k (s, t) dsdt

andAC2(P,Rn) with the scalar product

〈z, w〉AC2(P,Rn) =
∫
P

〈
l (s, t) , k (s, t)

〉
Rn dsdt

+

1∫
0

〈
l1 (s) , k1 (s)

〉
Rnds

+

1∫
0

〈
l2 (t) , k2 (t)

〉
Rn dt+ 〈c, d〉Rn ,

where

z(x, y) =

x∫
0

y∫
0

l(s, t) dsdt+

x∫
0

l1(s) ds

+

y∫
0

l2(t) dt+ c,

w(x, y) =

x∫
0

y∫
0

k(s, t) dsdt+

x∫
0

k1(s) ds

+

y∫
0

k2(t) dt+ d

are Hilbert spaces. In much the same way as in (Id-
czak, 1996) it can be proved that ifzn ⇀ z0 weakly in
AC2

0 (P,Rn), then zn ⇒ z0 uniformly on P .

In the sequel, we denote byAC2([0, 1],Rn) the
standard space of all absolutely continuous functions
of one variableϕ : [0, 1] → Rn such that ϕ̇ ∈
L2([0, 1],Rn). The scalar product inAC2([0, 1],Rn) is
given by

〈ϕ,ψ〉AC2([0,1],Rn) =

1∫
0

〈
l (s) , k (s)

〉
Rn ds+ 〈c, d〉Rn ,

where

ϕ (x) =

x∫
0

l (s) ds+ c,

ψ (x) =

x∫
0

k (s) ds+ d.

3. Linear System

3.1. Problem Formulation and Basic Assumptions

Consider the family of optimal control problems

∂2v

∂x∂y
(x, y) +Ak

1

∂v

∂x
(x, y) +Ak

2

∂v

∂y
(x, y)

+Akv (x, y) = Bku (x, y) , (x, y) ∈ P a.e.,

v (x, 0) = ϕk (x) , v (0, y) = ψk (y)
for all x, y ∈ [0, 1],

Jk (v, u) =
∫
P

Gk (x, y, v (x, y) , u (x, y)) dxdy,

(Lk)

where Ak
1 , A

k
2 , A

k ∈ Rn×n, Bk ∈ Rn×m, ϕk, ψk ∈
AC2([0, 1],Rn) and ϕk(0) = ψk(0) = ck for k =
0, 1, 2, . . . . Problem (Lk) is considered in the space
AC2(P,Rn) of solutionsv and in the setUM = {u ∈
L2(P,Rm) : u(x, y) ∈ M a.e.} of controls u. The set
M is a convex and compact subset ofRm.

It is easy to see that, using the substitution

z (x, y) = v (x, y)− ϕk (x)− ψk (y) + ck,

we get the equivalent problem

∂2z

∂x∂y
(x, y) +Ak

1

∂z

∂x
(x, y) +Ak

2

∂z

∂y
(x, y)

+Akz (x, y) = Bku (x, y) + bk (x, y) ,

z (x, 0) = z (0, y) = 0 for all (x, y) ∈ P,

Jk (z, u) =
∫
P

F k (x, y, z (x, y) , u (x, y)) dxdy,

(LHk)

where

bk (x, y) = −Ak
1

d
dx
ϕk (x)−Ak

2

d
dx
ψk (y)

−Akϕk (x)−Akψk (x) +Akck,

F k (x, y, z, u) = Gk
(
x, y, z+ϕk (x)+ψk (y)−ck, u

)
.

Problem (LHk) will be considered in the space
AC2

0 (P,Rn) of solutions z and in the setUM of con-
trols u.
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For simplicity, we prove our results for Prob-
lem (LHk). However, Problems (LHk) and (Lk) are equiv-
alent, and therefore all results which are to be proved can
be used for (Lk).

For the system

∂2z

∂x∂y
(x, y) +Ak

1

∂z

∂x
(x, y) +Ak

2

∂z

∂y
(x, y)

+Akz (x, y) = Bku (x, y) + bk (x, y) ,
(x, y) ∈ P a.e.,

z (x, 0) = z (0, y) = 0 for all x, y ∈ [0, 1],

(3)

the following theorem holds (Bergmannet al., 1989):

Theorem 1. For any u ∈ L2(P,Rm) the system (3) pos-
sesses a unique solutionzk ∈ AC2

0 (P,Rn) given by the
formula

zk (x, y)

=

x∫
0

y∫
0

Rk (s, t, x, y)
(
Bku (s, t) + bk (s, t)

)
dsdt,

(4)

where the functionRk : P × P → Rn×n (called the Rie-
mann function) has the form

Rk (s, t, x, y) =
∞∑

i=0

∞∑
j=0

(s− x)i

i!
(t− y)j

j!
T k

i,j ,

and the sequenceT k
i,j is defined by the recurrence formu-

lae

T k
i,j = T k

i,j−1A
k
1 + T k

i−1,jA
k
2 − T k

i−1,j−1A
k,

T k
0,0 = I, T k

i,j = 0 for i = −1 or j = −1,
(5)

for k = 0, 1, 2, . . . .

We shall make the following assumptions:

(L0) bk → b0 in L2 (P ,Rn) ,

(L1) the function P 3 (x, y) 7→ F k (x, y, z, u) ∈ R
is measurable for(z, u) ∈ Rn × Rm, and k =
0, 1, 2, . . . ,

(L2) the functionRn×Rm 3 (z, u) 7→ F k (x, y, z, u) ∈
R is continuous for (x, y) ∈ P a.e., k =
0, 1, 2, . . . ,

(L3) the function Rm 3 u 7→ F k (x, y, z, u) ∈ R is
convex for (x, y) ∈ P a.e., z ∈ Rn and k =
0, 1, 2, . . . ,

(L4) for any bounded setB ⊂ Rn, there exists a func-
tion γB ∈ L1(P,R+) such that∣∣F k (x, y, z, u)

∣∣ ≤ γB (x, y) + |u|

for (x, y) ∈ P a.e., z ∈ B, u ∈ Rm and k =
0, 1, 2, . . . ,

(L5) the sequences of matrices(Ak)k∈N, (Ak
1)k∈N,

(Ak
2)k∈N tend to matricesA0, A0

1, A0
2, respec-

tively, in the norm of Rn×n, and (Bk)k∈N tends
to B0 in the norm ofRn×m (by the norm of a ma-
trix A we mean the value‖A‖ = (

∑
i,j

a2
i,j)

1
2 ).

For k = 0, 1, 2, . . . , set

Zk =
{
zk ∈ AC2

0 (P,Rn) : there existsu ∈ UM

such thatzk is the solution of (3) corresp. tou}

and

mk = inf Jk (z, u)

with respect to(z, u) such thatz is the solution of (3)
corresponding tou ∈ UM .

In a standard way one can prove the following result:

Theorem 2. Assume that (L1)–(L4) hold. Then, for any
k = 0, 1, 2, . . . , there exists an optimal solution of Prob-
lem (LHk), i.e. for anyk = 0, 1, 2, . . . there exist control
uk
∗ ∈ UM and the trajectoryzk

∗ ∈ Zk corresponding to
uk
∗, such that

Jk
(
zk
∗ , u

k
∗
)

= mk.

Write

Ak =
{(
zk
∗ , u

k
∗
)
∈ AC2

0 (P,Rn)× UM : zk
∗ satisfies (3)

with uk
∗ andJk

(
zk
∗ , u

k
∗
)

= mk
}
. (6)

This set will be referred to as the set of optimal solutions,
or the optimal set.

Lemma 1. Let

c = sup
k∈{0,1,... }

max{|Ak|, |Ak
1 |, |Ak

2 |, |Bk|, 1}.

Then

1. for any k = 0, 1, 2, . . . ,∣∣Rk (x, y, s, t)
∣∣ ≤ e3c

for (x, y, s, t) ∈ P × P ,
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2. if ε > 0 and K are such that, for anyk > K,∣∣Ak −A0
∣∣ ≤ ε

3
,

∣∣Ak
1 −A0

1

∣∣ ≤ ε

3
,

∣∣Ak
2 −A0

2

∣∣ ≤ ε

3
,

then, for k > K, we have∣∣T k
i,j − T 0

i,j

∣∣ ≤ ε3i+j+1ci+j for i, j ∈ {0, 1, 2, . . . }

and, consequently,∣∣Rk (x, y, s, t)−R0 (x, y, s, t)
∣∣ ≤ 3εe3c

for any (x, y, s, t) ∈ P × P (i.e. Rk → R0 uni-
formly on P × P as k →∞).

The proof of this lemma (using the induction argu-
ment) has only a technical character and is very arduous.

Let us recall that the weak upper limit of a sequence
of the setsV k ⊂ X (X is a Banach space) is defined
as the set of all cluster points (with respect to the weak
topology) of sequences

(
vk

)
where vk ∈ V k for k =

1, 2, 3, . . . . We denote this set aswLimsupV k (Aubin
and Frankowska, 1990).

Theorem 3. If

1. Problems (LHk) satisfy the conditions (L0)–(L5),

2. the sequence of cost functionalsJk(x, u) tends to
J0(x, u) uniformly on B̃×UM for any bounded set
B̃ ⊂ AC2

0 (P,Rn),

then

(a) there exists a ballB̃ (0, ρ) ⊂ AC2
0 (P,Rn) such that

Zk ⊂ B̃(0, ρ) for k = 0, 1, 2, . . . , i.e. there ex-
ists ρ > 0 such that, for anyzk ∈ Zk, we have
‖zk‖AC2

0 (P,Rn) ≤ ρ,

(b) the sequence of optimal valuesmk tends to an opti-
mal valuem0,

(c) the weak upper limit of the optimal setsAk ⊂
AC2

0 (P,Rn) × L2(P,Rm) is a non-empty set, and
wLimsupAk ⊂ A0.

If the setAk is a singleton, i.e.Ak = {(zk
∗ , u

k
∗)}

for k = 0, 1, 2, . . . , then zk
∗ tends to z0

∗ weakly
in AC2

0 (P,Rn) and uk
∗ tends to u0

∗ weakly in
L2 (P,Rm).

Proof. (a) Let zk ∈ AC2
0 (P,Rn) be the solution of (3)

corresponding touk. From (4) we have

∂2zk

∂x∂y
(x, y) = Bkuk (x, y) + bk (x, y)

+

x∫
0

∂

∂x
Rk (s, y, x, y)

(
Bkuk (s, y) + bk (s, y)

)
ds

+

y∫
0

∂

∂y
Rk (x, t, x, y)

(
Bkuk (x, t) + bk (x, t)

)
dt

+

x∫
0

y∫
0

∂2

∂x∂y
Rk (s, t, x, y)

×
(
Bkuk (s, t) + bk (s, t)

)
dsdt

for (x, y) ∈ P .

Sinceuk (x, y) ∈M , which is bounded,Bk → B0

andRk are analytic, from (L0) and Lemma 1 we get that
there exists a constantρ > 0 such that

∥∥zk
∥∥

AC2
0 (P,Rn)

=
( ∫

P

∣∣∣∣ ∂2z

∂x∂y
(x, y)

∣∣∣∣2 dxdy
) 1

2 ≤ ρ

for k = 0, 1, 2, . . . .

(b) Let
(
zk
∗ , u

k
∗
)
∈ Ak for k = 1, 2, 3, . . . . Then we have

m0 ≤ J0
(
z̃0
k, u

k
∗
)

for k = 1, 2, 3, . . . ,

where z̃0
k is the trajectory of (3) withk = 0, correspond-

ing to uk
∗ for k = 1, 2, . . . . Let ε > 0. By (L0) and (L5),

there exists aK such that, for anyk > K,∣∣Ak −A0
∣∣ ≤ ε

3
,

∣∣Ak
1 −A0

1

∣∣ ≤ ε

3
,∣∣Ak

2 −A0
2

∣∣ ≤ ε

3
,

∣∣Bk −B0
∣∣ < ε,∫

P

∣∣bk (x, y)− b0 (x, y)
∣∣ dxdy < ε2.

(7)

By direct calculations, from Lemma 1 and (7) we ob-
tain, for k > K and (x, y) ∈ P,∣∣zk

∗ (x, y)− z̃0
k (x, y)

∣∣
≤

x∫
0

y∫
0

∣∣Rk (s, t, x, y)−R0 (s, t, x, y)
∣∣

∣∣Bkuk
∗ (s, t) + bk (s, t)

∣∣ dsdt
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+

x∫
0

y∫
0

∣∣R0 (s, t, x, y)
∣∣ ∣∣Bk −B0

∣∣ ∣∣uk
∗ (s, t)

∣∣ dsdt

+

x∫
0

y∫
0

∣∣R0 (s, t, x, y)
∣∣ ∣∣bk (s, t)−b0 (s, t)

∣∣ dsdt ≤ εc̃,

where c̃ > 0. This means thatsup(x,y)∈P

∣∣zk
∗ (x, y)

−z̃0
k (x, y)

∣∣ is arbitrarily small (for a sufficiently largek).
From the Scorza-Dragoni Theorem (Ekeland and Temam,
1976) applied to the functionF 0|P×B×M (whereB is
the ball with radiusρ described in (a)) we have that for
any η > 0 there exists a compact setPη ⊂ P such that
µ(P\Pη) ≤ η and F 0|Pη×B×M is uniformly continu-
ous. Thus for a sufficiently largek we have∣∣J0

(
z̃0
k, u

k
∗
)
− J0

(
zk
∗ , u

k
∗
)∣∣

≤
∫
Pη

∣∣F 0
(
x, y, z̃0

k (x, y) , uk
∗ (x, y)

)
−F 0

(
x, y, zk

∗ (x, y) , uk
∗ (x, y)

)∣∣
+

∫
P\Ph

∣∣F 0
(
x, y, z̃0

k (x, y) , uk
∗ (x, y)

)
−F 0

(
x, y, zk

∗ (x, y) , uk
∗ (x, y)

)∣∣
≤ µ (Pη) η + ηĉ = ε̄

where ĉ > 0 and ε̄ is arbitrarily small.

Thus, for anyε̄ > 0,

m0 ≤ J0
(
z̃0
k, u

k
∗
)
≤ J0

(
zk
∗ , u

k
∗
)

+ ε̄ (8)

for a sufficiently largek.

From Assumption 2 and (a) we have∣∣Jk
(
zk
∗ , u

k
∗
)
− J0

(
zk
∗ , u

k
∗
)∣∣ < ε̄ (9)

for a sufficiently largek. Consequently, by (8) and (9),

m0 ≤ Jk
(
zk
∗ , u

k
∗
)

+ 2ε = mk + 2ε̄

for a sufficiently largek.

Similarly, we can prove that, for sufficiently largek,

mk ≤ m0 + 2ε̄.

We have thus proved thatmk → m0 as k →∞.

(c) Let (zk
∗ , u

k
∗) be an optimal process for (LHk), i.e.

(zk
∗ , u

k
∗) ∈ Ak for k = 0, 1, 2, . . . . Since uk

∗(x, y) ∈
M and M is compact, (uk

∗)k∈N is bounded. Since
L2(P,Rm) is reflexive, the sequence(uk

∗)k∈N is compact
in the weak topology of the spaceL2(P,Rm). Without
loss of generality, we can assume thatuk

∗ ⇀ ū0
∗ ∈ UM in

the weak topology. From the formula of solution (4) we
have that, for any(x, y) ∈ P ,

zk
∗ (x, y)

=

x∫
0

y∫
0

Rk (s, t, x, y)
(
Bkuk

∗ (s, t) + bk (s, t)
)
dsdt

=

x∫
0

y∫
0

(
Rk (s, t, x, y)−R0 (s, t, x, y)

)
×

(
Bkuk

∗ (s, t) + bk (s, t)
)
dsdt

+

x∫
0

y∫
0

R0 (s, t, x, y)
( (
Bk −B0

)
uk
∗ (s, t)

+ bk (s, t)− b0 (s, t)
)
dsdt

+

x∫
0

y∫
0

R0 (s, t, x, y)

×
(
B0uk

∗ (s, t) + b0 (s, t)
)
dsdt.

By virtue of Lemma 1 we haveRk ⇒ R0. By (L0),
(L5) and from the boundedness ofM the first and the
second integral tend to zero. By the weak convergence of
uk
∗, the last integral tends to

x∫
0

y∫
0

R0 (s, t, x, y)

×
(
B0 (s, t)u0

∗ (s, t) + b0 (s, t)
)
dsdt.

In this way we have proved thatzk
∗ tends pointwisely

to somez̃0 ∈ AC2
0 (P,Rn) which is the solution to (LHk)

with k = 0, corresponding tõu0. Further, we prove that
(z̃0, ũ0) is an optimal process for (LHk) with k = 0. Sup-
pose that it is not true. Let(z0

∗, u
0
∗) be an optimal process

for (LHk) with k = 0. Let

J0
(
z̃0, ũ0

)
− J0

(
z0
∗, u

0
∗
)

= α > 0. (10)

Then we have

mk −m0 = Jk
(
zk
∗ , u

k
∗
)
− J0

(
z0
∗, u

0
∗
)

=
[
Jk

(
zk
∗ , u

k
∗
)
− J0

(
zk
∗ , u

k
∗
)]

+
[
J0

(
zk
∗ , u

k
∗
)
− J0

(
z̃0, ũ0

)]
+ α.

By (b), mk → m0. From Assumption (2) and (a) we
get that the first component tends to zero ask → ∞.
Moreover, limk→∞ J0(zk

∗ , u
k
∗) ≥ J0(z̃0, ũ0) by (L2)–

(L4). In this way we have a contradiction with (10) and
the proof is complete.
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3.2. Main Results for a Linear System

Based on Theorem 3, we obtain the following sufficient
conditions for the stability of a two-dimensional optimal
control system:

Corollary 1. Suppose that, for anyk = 0, 1, . . . , Prob-
lem (LHk) satisfies Assumptions (L0)–(L5) and, for any
bounded setB ⊂ Rn, there exists a sequence of functions
γk

B ∈ L1(P,R+) such that∣∣F k (x, y, z, u)− F 0 (x, y, z, u)
∣∣ ≤ γk

B (x, y)

for (x, y) ∈ P a.e., (z, u) ∈ B×M and k = 0, 1, 2, . . . .
Moreover, we assume thatγk

B → 0 in L1(P,R+). Then

(a) the sequence of optimal valuesmk tends to an opti-
mal valuem0 as k →∞,

(b) wLimsupAk ⊂ A0 and wLimsupAk 6= ∅.

Proof. Let B̃ be any bounded set in the space
AC2

0 (P,Rn). It is easy to see that ifz ∈ B̃, then
z (x, y) ∈ B ⊂ Rn for any (x, y) ∈ P , where B is
bounded. By assumption, we have that, for any(z, u) ∈
B×UM ,∣∣Jk (z, u)− J0 (z, u)

∣∣ ≤ ∫
P

∣∣F k (x, y, z (x, y) , u (x, y))

−F 0 (x, y, z (x, y) , u (x, y))
∣∣

≤
∫
P

γk
B (x, y) dxdy.

Sinceγk
B → 0 in L1 (P,R+), the sequence of cost func-

tionals Jk converges uniformly toJ0 on B̃×UM for
any bounded set̃B ⊂ AC2

0 (P,Rn). In this way, the as-
sumptions of Theorem 3 are fulfilled and, by this theorem,
(a) and (b) are true.

Corollary 2. If

1. we have

F k (x, y, z, u) = G1

(
x, y, ωk (x, y) , z

)
+

〈
G2

(
x, y, ωk (x, y) , z

)
, u

〉
whereωk(·) ∈ Lp(P,Rs), p ≥ 1 and functions

P ×Rs ×Rn 3 (x, y, ω, z) 7→ G1 (x, y, ω, z) → R,

P×Rs×Rn 3 (x, y, ω, z) 7→ G2 (x, y, ω, z) → Rm

are measurable with respect to(x, y) and continu-
ous with respect to(ω, z),

2. ωk → ω0 in the norm topology ofLp(P,Rs) as
k →∞,

3. for any bounded setB ⊂ Rn, there existsC > 0
such that

|Gi (x, y, ω, z)| ≤ C (1 + |ω|p)

for (x, y) ∈ P a.e.,ω ∈ Rs, z ∈ B,

4. Problems (LHk) satisfy Assumptions (L0)–(L5),

then the conditions (a) and (b) of Corollary 1 hold.

Proof. We shall prove that the sequence of cost func-
tionals Jk(z, u) tends to J0(z, u) uniformly on any
set B̃×UM where B̃ ⊂ AC2

0 (P,Rn) is bounded.
Suppose that this is not true. Then there exist some
bounded set̃B⊂AC2

0 (P,Rn), ε > 0 and some sequence
(zki , uki)i∈N, such thatzki ∈ B̃, uki ∈ UM and∣∣Jki

(
zki , uki

)
− J0

(
zki , uki

)∣∣ ≥ ε (11)

for i = 1, 2, 3, . . . .
By the reflexivity of AC2

0 (P,Rn), we may assume
(extracting, if necessary, a subsequence) thatzki tends to
somez0 uniformly on P as i→∞. We have∣∣Jki

(
zki , uki

)
− J0

(
zki , uki

)∣∣
≤

∫
P

∣∣G1

(
x, y, ωki (x, y) , zki (x, y)

)
−G1

(
x, y, ω0 (x, y) , z0 (x, y)

)∣∣ dxdy

+
∫
P

∣∣G1

(
x, y, ω0 (x, y) , z0 (x, y)

)
−G1

(
x, y, ω0 (x, y) , zki (x, y)

)∣∣ dxdy

+
∫
P

∣∣G2

(
x, y, ωki (x, y) , zki (x, y)

)
−G2

(
x, y, ω0 (x, y) , z0 (x, y)

)∣∣ ∣∣uki (x, y)
∣∣ dxdy

+
∫
P

G2

(
x, y, ω0 (x, y) , z0 (x, y)

)
−G2

(
x, y, ω0 (x, y) , zki (x, y)

) ∣∣uki (x, y)
∣∣ dxdy.

Since uki ∈ UM , it is commonly bounded. By Kras-
noselskii’s theorem on the continuity of the Nemytskii op-
erator, the right-hand side of the above inequality tends
to zero asi → ∞. This contradicts (11), and we have
thus proved that the sequence of cost functionalsJk(z, u)
tends toJ0(z, u) uniformly on any setB̃ × UM , where
B̃ ⊂ AC2

0 (P,Rn) is bounded. Applying Theorem (3),
we complete the proof.
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Next, let us consider a mixed case, i.e. when the cost
functional is of the form

Jk (z, u) =
∫
P

〈
G1 (x, y, z (x, y)) , ωk (x, y)

〉
+

〈
G2

(
x, y, vk (x, y) ,

z (x, y)) , u (x, y)
〉
dxdy, (12)

whereG1 : P × Rn → Rs, G2 : P × Rr × Rn → Rm,
k = 0, 1, 2, . . . .

Corollary 3. If

1. the cost functional is of the form (12),

2. the functionG1 is measurable with respect to(x, y)
and continuous with respect toz (analogouslyG2),

3. for any bounded setB ⊂ Rn, there existα(·) ∈
Lp(P,R+) and C > 0, such that

|G1 (x, y, z)| ≤ α (x, y) ,

|G2 (x, y, v, z)| ≤ (1 + |v|p)

for (x, y) ∈ P a.e., z ∈ B and v ∈ Rr,

4. ωk tends toω0 in the weak topology ofLq(P,Rs)
when q ∈ [1,∞), or weakly-∗ when q = ∞; vk

tends tov0 in the norm topology ofLp(P,Rs),

5. the optimal control problems (LHk) satisfy Assump-
tions (L0)–(L5),

then the optimal values and the sets of optimal processes
satisfy the conditions (a) and (b) of Corollary 1.

Remark 1. The obtained results remain true for a fam-
ily of problems (Lk), whereas the following additional as-
sumption concerning the functionsϕk, ψk is satisfied:

ϕk → ϕ0, ψk → ψ0 in AC2([0, 1],Rn).

Example 2. Consider a two-dimensional continuous op-
timal control system with variable parameters

zxy (x, y) +Ak
1zx (x, y) +

(
1 +Ak

2

)
zy (x, y)

=
(
1 +Bk

)
u (x, y) ,

z (x, 0) = ϕk (x) , z (0, y) = ψk (y) ,

u (x, y) ∈ [0, 1] ,

(13)

Jk (z, u) =
∫
P 2

[
(x− 2) z + ωk

1 (x, y)φ1 (x, y, z (x, y))

+ ωk
2 (x, y)φ2 (x, y, u (x, y))

+
1
4

(1− x)u (x, y) + 4xy
]
dxdy → min,

where ϕk, ψk ∈ AC2([0, 1],R), φ1 is continuous and
φ2 is continuous and convex with respect tou ∈ [0, 1],
u(·) ∈ L2(P, [0, 1]), z ∈ AC2(P,R), ωk

1 (·), ωk
2 (·) ∈

L1(P, [−1, 1]). By Theorem 2, the problem (13), (14)
possesses at least one optimal solution but, in general,
it is not easy to find an optimal process for this system.
Suppose thatAk

1 , A
k
2 , B

k → 0 in R; ϕk, ψk → 0 in
AC2([0, 1],R), ωk

1 , ω
k
2 → 0 in L1(P,R) as k →∞.

In the limit case, we obtain the problem

zxy (x, y) + zy (x, y) = u (x, y) ,

z (0, y) = z (0, y) = 0,
(14)

Jk (z, u) =
∫
P

[
(x− 2) z (x, y)

+
1
4

(1−x)u (x, y)+4xy
]
dxdy. (15)

By Theorem 2, the above problem possesses an optimal
process and, applying the extremum principle, we are able
to find effectively an optimal solution(z0

∗, u
0
∗) and an op-

timal value m0. In fact, the Lagrange function for the
system (14), (15) is of the form

L (z, u)

=
∫
P

[
(x− 2) z (x, y) +

1
4

(1− x)u (x, y) + 4xy

+v (x, y) zxy (x, y) + zy(x, y)− u (x, y)
]
dxdy (16)

wherev ∈ L2 (P,R).
The extremum principle implies that

Lz

(
z0
∗, u

0
∗
)
h = 0 for any h ∈ AC2

0 (P,Rn), and

L
(
z0
∗, u

0
∗
)
≤ L (z∗, u) (17)

for any admissible controlu.

Taking account of (16) and integrating by parts, we
get

Lz (z∗, u∗)h =
∫
P 2

(x− 2)h (x, y)

+ v (x, y) (hxy (x, y) + hy (x, y)) dxdy

=
∫
P

[ 1∫
x

1∫
y

(x− 2) dxdy + v (x, y)

+

1∫
x

v (x, y) dxhxy (x, y)
]
dxdy = 0
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for any h ∈ AC2
0 (P,Rn). Thus

v (x, y)+

1∫
x

v (x, y) dx+(1−y)
(
−3

2
+2x− 1

2
x2

)
= 0.

The above equation is of the Volterra type, and there-
fore there exists a unique solutionv∗ of this equation.
By direct calculation, it is easy to check thatv∗ (x, y) =
(1− x) (1− y).

The minimum condition (17) takes the form∫
P

(1− x)
(
y − 3

4

)
u0
∗ (x, y) dxdy

≤
∫
P

(1− x)
(
y − 3

4

)
u (x, y) dxdy

for all u (x, y) ∈ [0, 1]. This implies

u0
∗ (x, y) =

 1 for x ∈ [0, 1] , y ∈
[
0, 3

4

]
0 for x ∈ [0, 1] , y ∈

[
3
4 , 1

] (18)

and that, by (14) and (15),

z0
∗ (x, y) =

 (1− e−x) y for x ∈ [0, 1] , y ∈
[
0, 3

4

]
(1− e−x) 3

4 for x ∈ [0, 1] , y ∈
[
3
4 , 1

]
(19)

and

m0 = J0
(
z0
∗, u

0
∗
)

=
55
64
.

Applying Theorem 2 to our example, we see that, for any
k = 1, 2, 3, . . . , there exists at least one optimal pro-
cess(z0

∗, u
0
∗) for the system (13), (14), and the sequence

(uk
∗)k∈N tends tou0

∗ weakly in L2, (zk
∗ )k∈N tends to

z0
∗ weakly in AC2

0 (P,Rn), where u0
∗ and z0

∗ are de-
fined by (18) and (19), respectively. Moreover, the se-
quence(mk) of the optimal values for the systems (13),
(14) tends tom0 = 55/64 and the sequence

(
zk
∗
)
k∈N of

the optimal trajectories tends toz0
∗ uniformly on P .

In this way, we deduce that, in general, it is difficult
to find an optimal solution for (13), (14), but the process
(z0
∗, u

0
∗) given by (18), (19) and the optimal valuem0 =

55/65 are a good approximation for(zk
∗ , z

k
∗ ) and mk

with a sufficiently largek. �

4. Nonlinear System

4.1. Preliminaries

In this part we give a definition of a Hausdorff metric and
prove some generalization of the Gronwall lemma regard-
ing the case of functions of two variables.

Let (X, ρ) be a metric space. We define a distance
from a pointx0 ∈ X to a bounded setA ⊂ X as

dist(x0, A) = inf{ρ(x0, a); a ∈ A}.

The Hausdorff distanceρH(A,B) between the bounded
setsA,B ⊂ X is defined as

ρH(A,B) = inf{ε > 0; A ⊂ N(B, ε), B ⊂ N(A, ε)}

where, for a givenε > 0 and a bounded setC ⊂ X,

N(C, ε) = {x ∈ X; dist(x,C) ≤ ε}.

The function ρH restricted to the setZ×Z, where
Z is the family of all closed bounded subsets ofX, is a
metric inZ (Kisielewicz, 1991). It is called the Hausdorff
metric.

Lemma 2. If k, c > 0, υ : P → R is continuous and

0 ≤ υ(x, y) ≤
x∫

0

y∫
0

kυ(s, t) dsdt+ c, (x, y) ∈ P,

then

υ(x, y) ≤ ekxyc, (x, y) ∈ P.

Proof. Write

u(x, y) =

x∫
0

y∫
0

kυ(s, t) dsdt+ c, (x, y) ∈ P,

w(x, y) = e−kxyu(x, y), (x, y) ∈ P.

From the continuity ofυ it follows that u possesses
the partial derivatives∂u(x, y)/∂x and ∂u(x, y)/∂y ev-
erywhere onP . Moreover,

∂u

∂x
(x, y) =

y∫
0

kυ(x, t) dt

≤
y∫

0

k
( x∫

0

t∫
0

kυ(s, τ) dsdτ + c
)

dt

= k2

x∫
0

y∫
0

(y − τ)υ(s, τ) dsdτ + kcy
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for (x, y) ∈ P . Consequently,

∂w

∂x
(x, y) = − kye−kxyu(x, y) + e−kxy ∂u

∂x
(x, y)

≤ − kye−kxyu(x, y)

+ e−kxyk2y

x∫
0

y∫
0

υ(s, τ) dsdτ

= − e−kxyk2

x∫
0

y∫
0

τυ(s, τ) dsdτ + e−kxykcy

= − kye−kxyu(x, y) + kye−kxyu(x, y)

− k2e−kxy

x∫
0

y∫
0

τυ(s, τ) dsdτ ≤ 0

for (x, y) ∈ P and, analogously,

∂w

∂y
(x, y) ≤ 0, (x, y) ∈ P.

Consequently,

w(x, y) ≤ w(0, 0) = c

for (x, y) ∈ P . This implies

υ(x, y) ≤ u(x, y) = ekxyw(x, y) ≤ ekxyc

for (x, y) ∈ P .

4.2. Main Result

In this part we consider the family of homogeneous prob-
lems

∂2z

∂x∂y
= fk

(
x, y, z,

∂z

∂x
,
∂z

∂y
, u

)
, (x, y) ∈ P a.e.,

z(x, 0) = 0, z(0, y) = 0, x, y ∈ [0, 1],

Jk(z, u) =

1∫
0

1∫
0

F k(x, y, z, u) dxdy → min,

u ∈ Uk =
{
u ∈ L2(P,Rm); u(x, y) ∈Mk,

(x, y) ∈ P a.e.},

(NHk)

k = 0, 1, . . . . Problem (NH0) will be referred to as the
‘limit problem’. In the sequel, we shall assume that the
functions

fk : P × Rn × Rn × Rn ×M → Rn,

F k : P × Rn ×M → R,

whereM =
⋃∞

k=0M
k, and the setsMk ⊂ Rm, k =

0, 1, . . . , satisfy the following conditions:

(N1) the setsMk are compact andMk −−−−→
k→∞

M0 in

Rm with respect to the Hausdorff metric;

(N2) the functionsfk are measurable in(x, y) ∈ P a.e.,
continuous inu ∈ M and there exists a constant
L > 0 such that∣∣fk(x, y, z, zx, zy, u)− fk(x, y, w,wx, wy, u)

∣∣
≤ L (|z − w|+ |zx − wx|+ |zy − wy|)

for (x, y) ∈ P a.e., z, zx, zy, w, wx, wy ∈ Rn, u ∈
M, k = 0, 1, . . . ;

(N3) there exist constantsa, b > 0 such that∣∣fk(x, y, z, zx, zy, u)
∣∣ ≤ a |z|+ b

for (x, y) ∈ P a.e., z, zx, zy ∈ Rn, u ∈ M, k =
0, 1, . . . ;

(N4) for any bounded setA ⊂ Rn × Rn × Rn, there ex-
ists a sequence

(
ϕk

A

)
k∈N ⊂ L2(P,R+) such that

ϕk
A −−−−→

k→∞
0 in L2(P,R+) and

∣∣fk(x, y, z, zx, zy, u)− f0(x, y, z, zx, zy, u)
∣∣

≤ ϕk
A(x, y)

for (x, y) ∈ P a.e.,k = 1, 2, . . . ;

(N5) the functionf0 is of the type

f0(x, y, z, zx, zy, u)

= α0(x, y, z, zx, zy) + β0(x, y, z, zx, zy)u,

where β0 is measurable in(x, y) ∈ P , continuous
in (z, zx, zy) ∈ Rn×Rn×Rn and, for any bounded
set A ⊂ Rn × Rn × Rn, there exists a function
γA ∈ L2(P,R+) such that∣∣β0(x, y, z, zx, zy)

∣∣ ≤ γA(x, y)

for (x, y) ∈ P a.e.,(z, zx, zy) ∈ A;

(N6) the functionsF k are measurable in(x, y) ∈ P ,
continuous in (z, u) ∈ Rn × Rm and, for each
bounded setB ⊂ Rn, there exists a functionνB ∈
L1(P,R+) such that∣∣F k(x, y, z, u)

∣∣ ≤ νB(x, y)

for (x, y) ∈ P a.e.,z ∈ B, u ∈M, k = 0, 1, . . . ;
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(N7) for any bounded setB ⊂ Rn, there exists a sequence(
ψk

B

)
k∈N ⊂ L1(P,R+) such thatψk

B −−−−→
k→∞

0 in

L1(P,R+) and∣∣F k(x, y, z, u)− F 0(x, y, z, u)
∣∣ ≤ ψk

B(x, y)

for (x, y) ∈ P a.e.,z ∈ B, u ∈M , k = 1, 2, . . . .

Remark 2. From Assumption (N1) it follows that the sets
Mk, k = 0, 1, . . . , are commonly bounded inRm.

Remark 3. From Assumption (N2) it follows that the
functions fk are continuous in(z, zx, zy, u) ⊂ Rn ×
Rn × Rn ×M .

In much the same way as in (Idczaket al, 1994), one
can show that there existl ∈ N and α ∈ (0, 1) such that
each operator

Fk
u : L2(P,Rn) 3 g

7−→ fk

(
x, y,

x∫
0

y∫
0

g,

y∫
0

g,

x∫
0

g, u(x, y)
)
∈ L2(P,Rn),

where u ∈ Uk, k = 0, 1, . . . , is contracting with the
constantα ∈ (0, 1) with respect to the Bielecki norm in
L2(P,Rn) given by

‖g‖l =
( 1∫

0

1∫
0

e−2l(x+y) |g(x, y)|2 dxdy
) 1

2

,

g ∈ L2(P,Rn).

Consequently,Fk
u possesses a unique fixed pointgk

u ∈
L2(P,Rn). This means that the system

∂2z

∂x∂y
= fk

(
x, y, z,

∂z

∂x
,
∂z

∂y
, u

)
has a unique solutionzk

u in the spaceAC2
0 (P,Rn). This

solution is given by

zk
u(x, y) =

x∫
0

y∫
0

gk
u(s, t) dsdt, (x, y) ∈ P,

and

∂2zk
u

∂x∂y
(x, y) = gk

u(x, y), (x, y) ∈ P a.e.

Let us recall that the weak convergence inAC2
0 (P,Rn)

implies the uniform convergence. Using the standard ar-
guments, one can also easily show that ifzn−→z0 in
AC2

0 (P,Rn) , then ∂zn/∂x−→∂z0/∂x in L2(P,Rn)
as n→∞.

In the proof of the main theorem, we shall use the
following three lemmas:

Lemma 3. There exists a constantr such that∣∣∣∣ ∂2zk
u

∂x∂y
(x, y)

∣∣∣∣ , ∣∣∣∣∂zk
u

∂x
(x, y)

∣∣∣∣ , ∣∣∣∣∂zk
u

∂y
(x, y)

∣∣∣∣ ≤ r

for (x, y) ∈ P a.e. andu ∈ Uk, k = 0, 1, . . . .

Proof. From Assumption (N3) we have∣∣∣∣ ∂2zk
u

∂x∂y
(x, y)

∣∣∣∣
=

∣∣∣∣fk(x, y, zk
u(x, y),

∂zk
u

∂x
(x, y),

∂zk
u

∂y
(x, y), u(x, y)

∣∣∣∣
≤ a

∣∣zk
u(x, y)

∣∣ + b, (x, y) ∈ P a.e.

for u ∈ Uk, k = 0, 1, . . . . Hence

∣∣zk
u(x, y)

∣∣ =
∣∣∣∣

x∫
0

y∫
0

∂2zk
u

∂x∂y
(s, t) dsdt

∣∣∣∣
≤ a

x∫
0

y∫
0

∣∣zk
u(s, t)

∣∣ dsdt+ b, (x, y) ∈ P

for u ∈ Uk, k = 0, 1, . . . . Applying the previous lemma
with υ(x, y) =

∣∣zk
u(x, y)

∣∣ , k = a, c = b, we obtain∣∣zk
u(x, y)

∣∣ ≤ eab, (x, y) ∈ P,

for u ∈ Uk, k = 0, 1, . . . . Thus∣∣∣∣ ∂2zk
u

∂x∂y
(x, y)

∣∣∣∣ ≤ aeab+ b, (x, y) ∈ P a.e.,

for u ∈ Uk, k = 0, 1, . . . . The remaining part of the
assertion follows from the fact that

∂zk
u

∂x
(x, y) =

y∫
0

∂2zk
u

∂x∂y
(x, t) dt, (x, y) ∈ P a.e.,

∂zk
u

∂y
(x, y) =

x∫
0

∂2zk
u

∂x∂y
(s, y) ds, (x, y) ∈ P a.e.,

for u ∈ Uk, k = 0, 1, . . . .

As an immediate consequence of Lemma 3, we ob-
tain the following result:

Corollary 4. The set{zk
u ∈ AC2

0 (P,Rn) (P ) : u ∈
Uk, k = 0, 1, . . . } is bounded inAC2

0 (P,Rn).
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Lemma 4. Uk −−−−→
k→∞

U0 in L∞(P,Rm) with respect to

the Hausdorff metric.

Proof. Fix ε > 0. Let k0 ∈ N be such that

Mk ⊂ N(M0, ε) andM0 ⊂ N(Mk, ε)

for k ≥ k0. This implies that, for any fixed functionuk ∈
Uk (k ≥ k0) ,

dist(uk(x, y),M0) ≤ ε, (x, y) ∈ P a.e.

Using the theorem on the measurable selection
(Kisielewicz, 1991, Thm. 3.13), we conclude that
there exists a functionu0 ∈ U0 such that∣∣uk(x, y)− u0(x, y)

∣∣ ≤ ε, (x, y) ∈ P a.e.,

that is, ∥∥uk − u0
∥∥

L∞(P )
≤ ε.

Therefore,Uk ⊂ N(U0, ε) for k ≥ k0.

In the same way, we check thatU0 ⊂ N(Uk, ε) for
k ≥ k0.

Lemma 5. For each ε > 0, there existk ∈ N and δ ∈
(0, ε) such that

Uk ⊂ N(U0, δ) and U0 ⊂ N(Uk, δ)

for k ≥ k, and if uk ∈ Uk (k ≥ k), u0 ∈ U0 are such
that ‖uk − u0‖L∞(P ) < δ, then

‖zk
uk − z0

uo‖AC2
0 (P,Rn) < ε.

Proof. Let us observe that ifuk ∈ Uk, u0 ∈ U0 zk
uk ∈

AC2
0 (P,Rn) is a solution of the system

∂2z

∂x∂y
= fk

(
x, y, z,

∂z

∂x
,
∂z

∂y
, uk

)
,

satisfying the zero-boundary conditions, andz0
u0 ∈

AC2
0 (P,Rn) is a solution of the system

∂2z

∂x∂y
= f0

(
x, y, z,

∂z

∂x
,
∂z

∂y
, u0

)
,

which also satisfies the zero-boundary conditions, then
gk

uk = ∂2zk
uk/∂x∂y is a fixed point of the operatorFk

uk

and g0
u0 = ∂2z0

u0/∂x∂y is a fixed point of the operator
F0

u0 . Moreover,∥∥gk
uk − g0

u0

∥∥
l
=

∥∥Fk
uk(gk

uk)−F0
u0(g0

u0)
∥∥

l

≤
∥∥Fk

uk(gk
uk)−Fk

uk(g0
u0)

∥∥
l

+
∥∥Fk

uk(g0
u0)−F0

u0(g0
u0)

∥∥
l

≤ α
∥∥gk

uk − g0
u0

∥∥
l

+
∥∥Fk

uk(g0
u0)−F0

u0(g0
u0)

∥∥
l
.

Hence∥∥gk
uk − g0

u0

∥∥
l
≤ 1

1− α

∥∥Fk
uk(g0

u0)−F0
u0(g0

u0)
∥∥

l
.

Since ∥∥gk
uk − g0

u0

∥∥ ≤ e2l
∥∥gk

uk − g0
u0

∥∥
l
,∥∥Fk

uk(g0
u0)−F0

u0(g0
u0)

∥∥
l
≤

∥∥Fk
uk(g0

u0)−F0
u0(g0

u0)
∥∥ ,

we obtain∥∥zk
uk − z0

u0

∥∥
AC2

0 (P )
=

∥∥gk
uk − g0

u0

∥∥
≤ e2l

1− α

∥∥Fk
uk(g0

u0)−F0
u0(g0

u0)
∥∥

≤ e2l

1− α

∥∥Fk
uk(g0

u0)−F0
uk(g0

u0)
∥∥

+
e2l

1− α

∥∥F0
uk(g0

u0)−F0
u0(g0

u0)
∥∥

≤ e2l

1− α

( 1∫
0

1∫
0

∣∣∣fk
(
x, y,

x∫
0

y∫
0

g0
u0 ,

y∫
0

g0
u0 ,

x∫
0

g0
u0 , uk(x, y)

)

− f0
(
x, y,

x∫
0

y∫
0

g0
u0 ,

y∫
0

g0
u0 ,

x∫
0

g0
u0 , uk(x, y)

)∣∣∣2 dxdy
) 1

2

+
e2l

1− α

( 1∫
0

1∫
0

∣∣∣β0
(
x, y,

x∫
0

y∫
0

g0
u0 ,

y∫
0

g0
u0 ,

x∫
0

g0
u0

)∣∣∣2

×
∣∣uk(x, y)− u0(x, y)

∣∣2 dxdy
) 1

2

.

N̨ow, let us fix ε > 0 and chooseδ ∈ (0, ε) to be such
that ( e2l

1− α
+

e2l

1− α
‖γC‖L2(P,R+)

)
δ < ε

(C is the ball in Rn × Rn × Rn centred at 0 with radius
3r, where r is described in Lemma 3). Letk1 ∈ N be
such that (cf. Lemma 4)

Uk ⊂ N(U0, δ) and U0 ⊂ N(Uk, δ)

for k ≥ k1, and letk2 satisfy (cf. Assumption (N4))∥∥ϕk
C

∥∥2

L1(P,R+)
< δ

for k ≥ k2.

Set k = max{k1, k2} and fix k ≥ k. If uk ∈
Uk, u0 ∈ U0 are such that‖uk − u0‖L∞(P,Rm) < δ, then
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we obtain∥∥zk
uk − z0

u0

∥∥
AC2

0 (P,Rn)

≤ e2l

1− α
δ +

e2l

1− α
‖γC‖L2(P,R+) δ < ε

and the proof is complete.

In the sequel, we shall assume that each Prob-
lem (NHk), k = 0, 1, . . . has a solution. As in the pre-
vious part, the set of all solutions to Problem (NHk) will
be denoted byAk. The minimal value of Problem (NHk)
will be denoted bymk.

By an upper limit of setsAk ⊂ AC2
0 (P,Rn) ×

L2(P,Rm) we mean the setlim supk→∞Ak of all clus-
ter points (in the spaceAC2

0 (P,Rn)×L2(P,Rm)) of se-
quences((zk

uk
∗
, uk
∗))k∈N, where(zk

uk
∗
, uk
∗) ∈ Ak.

Now, we shall prove the main result of this part:

Theorem 4. If Assumptions (N1)–(N7) are satisfied and
the setsAk, k = 0, 1, . . . , are non-empty, then

(a) mk −−−−→
k→∞

m0,

(b) lim sup
k→∞

Ak ⊂ A0 (in the spaceAC2
0 (P,Rn) ×

L2(P,Rm)).

Proof. Fix η > 0. From the Scorza-Dragoni Theo-
rem (Ekeland and Temam, 1976), applied to the function
F 0 |P×C×M (C is described in the proof of Lemma 5), it
follows that there exists a compact setPη ⊂ P such that
µ(P \Pη) ≤ η (the Lebesgue measure) andF 0 |Pη×C×M

is uniformly continuous. In particular, this means that
there existsσ > 0 such that∣∣F 0(x, y, z, u)− F 0(x, y, w, υ)

∣∣ < η,

provided that|z − w| , |u− υ| < σ, (x, y) ∈ Pη.

Now, for any positive integerk, we fix a pair
(zk

uk
∗
, uk
∗) ∈ Ak. Let k, δ be the constants from Lemma 5

applied to ε = σ. Then, for eachk ≥ k, there exists
u0

(k) ∈ U
0 such that∣∣∣uk

∗(x, y)− u0
(k)(x, y)

∣∣∣ < σ, (x, y) ∈ P a.e.,

and∣∣zk
uk
∗
(x, y)− z0

u0
(k)

(x, y)
∣∣ ≤ ∥∥zk

uk
∗
− z0

u0
(k)

∥∥
AC2

0 (P )
< σ,

(x, y) ∈ P.

Consequently,∣∣F 0
(
x, y, zk

uk
∗
(x, y), uk

∗(x, y)
)

− F 0
(
x, y, z0

u0
(k)

(x, y), u0
(k)(x, y)

)∣∣ < η,

(x, y) ∈ Pη a.e.

for k ≥ k.

Thus∣∣∣J0(zk
uk
∗
, uk
∗)− J0(z0

u0
(k)
, u0

(k))
∣∣∣

≤
∫
Pη

∣∣∣F 0
(
x, y, zk

uk
∗
(x, y), uk

∗(x, y)
)

− F 0
(
x, y, z0

u0
(k)

(x, y), u0
(k)(x, y)

)∣∣∣dxdy

+
∫

P\Pη

∣∣∣F 0(x, y, zk
uk
∗
(x, y), uk

∗(x, y)
)

− F 0
(
x, y, z0

u0
(k)

(x, y), u0
(k)(x, y)

)∣∣∣dxdy

≤ µ(Pη)η +
∫

P\Pη

2νB(x, y) dxdy

for k ≥ k (B is the ball in Rn centred at 0 with
radius r described in Lemma 3). Writingη = η +∫

P\Pη
2νB(x, y) dxdy, we have

m0 = J0(z0
u0
∗
, u0
∗) ≤ J0(z0

u0
(k)
, u0

(k)) ≤ J0(zk
uk
∗
, uk
∗) + η

for k ≥ k. From Assumption (N7) it follows that there
exists k̃ such that∣∣Jk(zk

uk
∗
, uk
∗)− J0(zk

uk
∗
, uk
∗)

∣∣ ≤ η

for k ≥ k̃. So, for k ≥ max{k, k̃}, we have

m0 ≤ Jk(zk
uk
∗
, uk
∗) + 2η = mk + 2η.

In the same way, we show that

mk ≤ m0 + 2η

for sufficiently large parametersk. Indeed, for eachk ≥
k, there existsuk

(0) ∈ U
k such that∣∣∣u0

∗(x, y)− uk
(0)(x, y)

∣∣∣ < σ, (x, y) ∈ P a.e.,

and∣∣z0
u0
∗
(x, y)− zk

uk
(0)

(x, y)
∣∣ ≤ ∥∥z0

u0
∗
− zk

uk
(0)

∥∥
AC2

0 (P )
< σ,

(x, y) ∈ P.

Consequently,∣∣J0(z0
u0
∗
, u0
∗)− J0(zk

uk
(0)
, uk

(0))
∣∣ ≤ η

for k ≥ k and

mk = Jk(zk
uk
∗
, uk
∗) ≤ Jk(zk

uk
(0)
, uk

(0))

≤ J0(zk
uk

(0)
, uk

(0)) + η

≤ J0(z0
u0
∗
, u0
∗) + 2η
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for k ≥ max{k, k̃}, which completes the proof of (a)
(we have used here the fact that ifl ∈ L1(P ), then the
set functionS 7−→

∫
S
l dµ is absolutely continuous, i.e.∫

S
l dµ−→0 asµ(S) → 0).

Now, assume that (z, u) is a cluster point
in AC2

0 (P,Rn) × L2(P,Rm) of some sequence
((zk

uk
∗
, uk
∗))k∈N such that(zk

uk
∗
, uk
∗) ∈ Ak. Without loss of

generality, we may assume thatzk
uk
∗
−→z in AC2

0 (P,Rn)
and uk

∗−→u in L2(P,Rm) ask →∞.

We shall show that(z, u) ∈ A0, i.e. u ∈ U0, z =
z0
u and m0 = J0(z, u). Fix ε > 0. Assumption (N1)

implies that there existsk such that

uk
∗(x, y) ∈ N(M0, ε), (x, y) ∈ P a.e.

for k ≥ k, i.e.

uk
∗ ∈ UN(M0,ε) =

{
u ∈ L2(P,Rm); u(x, y) ∈ N(M0, ε),

(x, y) ∈ P a.e.
}
.

SinceM0 is compact, so isN(M0, ε). Thus

u(x, y) ∈ N(M0, ε), (x, y) ∈ P a.e.

In particular,

u(x, y) ∈ N(M0, 1/n), (x, y) ∈ P a.e.

for n = 1, 2, . . . . Fix a point (x, y) ∈ P which satisfies
the above relation forn = 1, 2, . . . (of course, the set of
such points has a full measure). There exists a sequence
(vn)n∈N of points belonging toM0, such that

|u(x, y)− vn| ≤
1
n

for n = 1, 2, . . . . In other words,

u(x, y) = lim
n→∞

vn,

i.e. u(x, y) ∈M0 (by the closedness ofM0).

Now, we shall prove thatz = z0
u. Indeed,

zk
uk
∗
(x, y)

=

x∫
0

y∫
0

fk
(
s, t, zk

uk
∗
(s, t),

∂zk
uk
∗

∂x
(s, t),

∂zk
uk
∗

∂y
(s, t), uk

∗(s, t)
)
dsdt

=

x∫
0

y∫
0

(
fk

(
s, t, zk

uk
∗
(s, t),

∂zk
uk
∗

∂x
(s, t),

∂zk
uk
∗

∂y
(s, t), uk

∗(s, t)
)

− f0
(
s, t, zk

uk
∗
(s, t),

∂zk
uk
∗

∂x
(s, t),

∂zk
uk
∗

∂y
(s, t), uk

∗(s, t)
))

dsdt

+

x∫
0

y∫
0

f0
(
s, t, zk

uk
∗
(s, t),

∂zk
uk
∗

∂x
(s, t),

∂zk
uk
∗

∂y
(s, t), uk

∗(s, t)
)
dsdt

−−−−→
k→∞

0 +

x∫
0

y∫
0

f0
(
s, t, z(s, t),

∂z

∂x
(s, t),

∂z

∂y
(s, t), u(s, t)

)
dsdt

for (x, y) ∈ P . Consequently,

z(x, y) = lim
k→∞

zk
uk
∗
(x, y)

=

x∫
0

y∫
0

f0
(
s, t, z(s, t),

∂z

∂x
(s, t),

∂z

∂y
(s, t), u(s, t)

)
dsdt

for (x, y) ∈ P . This means thatz ∈ AC2
0 (P,Rn) and

∂2z

∂x∂y
(x, y)

= f0
(
x, y, z(x, y),

∂z

∂x
(x, y),

∂z

∂y
(x, y), u(x, y)

)
for (x, y) ∈ P a.e.

To complete the proof, it suffices to show thatm0 =
J0(z, u). We have

m0 = lim
k→∞

mk = lim
k→∞

Jk(zk
uk
∗
, uk
∗)

= lim
k→∞

1∫
0

1∫
0

F k
(
x, y, zk

uk
∗
(x, y), uk

∗(x, y)
)
dxdy

= lim
k→∞

1∫
0

1∫
0

(
F k

(
x, y, zk

uk
∗
(x, y), uk

∗(x, y)
)

− F 0
(
x, y, zk

uk
∗
(x, y), uk

∗(x, y)
))

dxdy

+ lim
k→∞

1∫
0

1∫
0

F 0
(
x, y, zk

uk
∗
(x, y), uk

∗(x, y)
)
dxdy.
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The first term equals zero in view of Assumption (N7).
The other is equal to∫ 1

0

∫ 1

0

F 0(x, y, z(x, y), u(x, y)) dxdy

on the basis of a generalization of the Krasnoselskii theo-
rem (Idczak and Rogowski, 2003). Hence

m0 =

1∫
0

1∫
0

F 0(x, y, z(x, y), u(x, y))dxdy = J0(z, u),

which completes the proof.

4.3. Nonhomogeneous Problem

Now, consider the family of problems

∂2w

∂x∂y
= gk

(
x, y, w,

∂w

∂x
,
∂w

∂y
, u

)
, (x, y) ∈ P a.e.,

w(x, 0) = ϕk(x), w(0, y) = ψk(y),

x, y ∈ [0, 1], ϕk(0) = ψk(0) = ck,

Ik(w, u) =

1∫
0

1∫
0

Gk(x, y, w, u) dxdy → min,

u ∈ Uk =
{
u ∈ L2(P,Rm); u(x, y) ∈Mk,

(x, y) ∈ P a.e.
}
,

(Nk)

k = 0, 1, . . . . By using the substitution

z(x, y) = w(x, y)− ϕk(x)− ψk(y) + ck, (x, y) ∈ P,

it is easy to see that Problems (Nk) and (NHk) with

fk(x, y, z, zx, zy, u)

= gk
(
x, y, z + ϕk(x) + ψk(y) + ck,

zx +
.
ϕ

k(x), zy +
.

ψ
k
(y), u

)
,

F k(x, y, z, u) = Gk
(
x, y, z + ϕk(x) + ψk(y)− ck, u

)
are equivalent, i.e.w ∈ AC2(P,Rn) is a solution to
Problem (Nk) if and only if z ∈ AC2

0 (P,Rn), given by
the above substitution, is a solution to Problem (NHk),
k = 0, 1, . . . . Moreover, the minimal values of function-
als Ik(w, u) and Jk(z, u) are the same.

Next, by C1([0, 1],Rm) we mean the space of con-
tinuously differentiable functionsω : [0, 1] → Rn, with
the norm given by

‖ω‖C1[0,1] = max
{
|ω(t)| ; t ∈ [0, 1]

}
+ max

{∣∣ .
ω(t)

∣∣ , t ∈ [0, 1]
}
.

Theorem 5. If the functionsgk, Gk, k = 0, 1, . . . , and
the setsMk, k = 0, 1, . . . , satisfy Assumptions (N0)–
(N7), the setsBk, k = 0, 1, . . . of solutions to Prob-
lems (Nk) are non-empty and the functionsϕk, ψk tend
to ϕ0, ψ0, respectively, in the spaceC1([0, 1],Rm), then

(a) mk −−−−→
k→∞

m0,

(b) lim sup
k→∞

Bk ⊂ B0 (in the spaceAC2(P,Rn) ×

L2(P,Rm)).

Proof. It is easy to show that the functionsfk, F k

given above satisfy Assumptions (N2)–(N7). Part (a) of
the assertion is obvious. To prove Part (b), assume that
(wk

uk
∗
, uk
∗) ∈ Bk, k = 1, 2, . . . and

(wk
uk
∗
, uk
∗) −−−−→

k→∞
(w, u) in AC2(P,Rn)× L2(P,Rm).

Thenu ∈ U0, as shown in the proof of Theorem 4. More-
over, (zk

uk
∗
, uk
∗) ∈ Ak, k = 1, 2, . . . , where

zk
uk
∗
(x, y) = wk

uk
∗
(x, y)− ϕk(x)− ψk(y) + ck,

(x, y) ∈ P,

and

(zy
uk
∗
, uk
∗) −−−−→

k→∞
(z, u) in AC2(P,Rn)× L2(P,Rm),

where

z(x, y) = w(x, y)− ϕ0(x)− ψ0(y) + c0, (x, y) ∈ P.

Consequently, Theorem 4 implies(z, u) ∈ A0. This
means that(w, u) ∈ B0.
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