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#### Abstract

A novel symmetric cryptosystem of the substitution permutation network type is presented for image encryption in 14 rounds. An algorithm is developed to generate 15 keys to encrypt images where each key is the image size. These keys are calculated using an elliptic curve with a constant zero value. The proposed curve is non-singular, non-supersingular, nor trace one. Chaos is employed to find a generating element in a cyclic subgroup and it is produced using the logistic map equation. In addition, a $16 \times 16$ substitution box is constructed using both chaos and an algorithm that defines a bijective function. The following tools are used in order to measure the degree of randomness of the encrypted figures: entropy, correlation, the discrete Fourier transform and a goodness-of-fit test with the chi-square distribution. Furthermore, an image size variable permutation is applied in the first round, and its inverse in the fourteenth.
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## 1. Introduction

Images with important information must be encrypted with robust methods to prevent attacks. Hence, numerous methods of image encryption have been developed (Kumar et al., 2016; Li et al., 2012; Sam et al., 2012).

[^0]Six aspects should be considered in the image encryption process. The first one is system complexity. In this investigation a symmetric cryptosystem is constructed from an elliptical curve in such a way that an attack on this cryptosystem implies an attack on the elliptical curve. Thus, attacks on the proposed cryptosystem can be compared with those on an asymmetric cryptosystem, for
example, the Rivest, Shamir and Adleman cryptosystem (RSA). In this manner, the attack on the elliptical curve consists in finding the private key when the public key is known, which is called the discrete logarithm problem. In this research, a solution set consisting of more than $2^{200}$ elements is proposed. However, the number of elements can go up to $2^{512}$, as shown in the flowchart of Fig. 1. This is equivalent to factoring a positive integer of $2^{15,000}$ in the RSA cryptosystem (Hemanth Chakravarthy and Kannan, 2015). As can be seen, this is a much higher value than what is currently known (Yarom et al., 2017; Thangavel et al., 2015).

A second aspect refers to the fact that there are investigations that do not perform randomness tests on encrypted images with instruments such as entropy and correlation (Chen et al., 2012), while in this investigation randomness evaluations are carried out using these tools. Besides, we propose a goodness-of-fit test that is not included in the National Institute of Standard and Technology 800-22 (NIST 800-22) standard.

The third point about the encryption process is the importance of substitution boxes, because they impart nonlinearity to the encryption procedure. Nevertheless, investigations have been carried out that do not apply substitution boxes (Chen and Chen, 2014).

The fourth point refers to results, and entropy in particular. This work reports results improving the entropy reported in other works (Huang and Ye, 2014; Zhu et al., 2013). A fifth issue to consider is the following: investigations have been conducted without applying the randomness measurements included in the NIST 800-22 standard to the encrypted image (Ye, 2010); however, in this work, the discrete Fourier transform is applied (Lang et al., 2010).

The sixth aspect refers to data loss in information encryption (Zhang, 2011). In this investigation, information encryption without loss is proposed, because there are countries, like Mexico, whose regulations do not permit lossy encryption (Nom-151, 2002).

An algorithm that defines a bijective function (Michael, 2006) is used to obtain boxes of $16 \times 16$ elements; i.e., a permutation over a " 256 -number" array is built. To generate this permutation, 256 constants are required. These constants are obtained using chaos, and the detailed procedure is described below.

The box used in this study has a high nonlinearity of $84.4 \%$. Considering that the linear and differential attacks on the Data Encryption Standard (DES) cryptosystem were possible because it has a box with a very low nonlinearity, $43.7 \%$ (Silva García, 2007), then, with an $84.4 \%$ nonlinearity, those attacks cannot be carried out, at least in the way they were performed (Matsui, 1993; Biham and Shamir, 1992). On the other hand, the Triple Data Encryption Algorithm (Triple DEA) cryptosystem is still used (Barker et al., 2012).

In this research, four well-known images from the related literature are employed (Chen and Chen, 2013; Chen et al., 2014).

This article is structured as follows. The first part contains a review of the state of the art. Section 2 describes the tools used in the image encryption. Section 3 shows how the high-nonlinearity box is generated. In Section 4, the cipher algorithm is presented, and in Section 5, the images that will be encrypted are shown. In Section 6, the randomness results are presented. Section 7 focuses on the analysis and discussion of results, while Section 8 presents some conclusions.

## 2. Theoretical tools for image encryption

2.1. Elliptical curve. The elliptic curve used in this research is $y^{2} \equiv x^{3}-k x \bmod p$. In addition, the following conditions must be fulfilled: $4\left((-k)^{3}\right) \quad \not \equiv$ $0 \bmod p, \# E\left(F_{p}\right) \quad \neq 1 \bmod p$ and $\# E\left(F_{p}\right) \quad \neq$ $p$, where $\# E\left(F_{p}\right)$ is the number of solutions. The first condition assures that the curve is nonsingular (Washington, 2008); the second condition indicates that the curve is non-supersingular to avoid the Menezes, Okamoto and Vanstone attack (or the MOV attack) (Luca et al., 2004). The third condition assures that the curve is not of trace one (Luis and Encinas, 2004).

Two requirements will be shown below-the first demonstrates that $4 \mid \# E\left(F_{p}\right)$, and the second shows that $k$ must satisfy the following condition: it must not be the fourth power $\bmod p$ of some $F_{p}$ field element. Chaos is used to propose solutions $(x, y)$ from the curve with the intention of finding a generator element. It is required that the number of solutions $\# E\left(F_{p}\right)$ has a prime factor, say $q$, such that the discrete logarithm problem is infeasible to solve (Stinson, 2005).

A cyclic subgroup is constructed of size $q$ in the solution set of the elliptic curve; also, a generating or primitive element $\alpha$ is sought such that $(q) \alpha=\infty$. (In other words, the null element (Stinson, 2005)). Besides, in the solution set, an addition operation + is defined that makes the solution set $(E,+)$ an Abelian group (Gallian, 2012). The following theorem is applied to calculate the number of solutions.

Theorem 1. Let $p$ be an odd prime number and also $k \not \equiv 0 \bmod p$. Furthermore, let $\# E\left(F_{p}\right)$ be the number of solutions for the curve from the equation

$$
\begin{equation*}
y^{2} \equiv x^{3}-k x \quad \bmod p \tag{1}
\end{equation*}
$$

Moreover, $p \equiv 1 \bmod 4$, and $p$ can be written as $p=$ $a^{2}+b^{2}$, where $a, b$ are positive integers, and $b$ is an even number; likewise, $a+b \equiv 1 \bmod 4$. Then, the number of solutions is $\# E\left(F_{p}\right)=p+1+2 a$, if $k$ is not the fourth power module $p$ of some element in the $F_{p}$ field, and it is


Fig. 1. Elliptic curve flowchart.
the square power module p of some element in the $F_{p}$ field (Washington, 2008).

At this point, the next question may arise: How is it known that the integer $k$ is not the fourth power module $p$ of some element in the $F_{p}$ field? To answer this, the following lemma is demonstrated.

Lemma 1. Consider an elliptic curve of the form $y^{2} \equiv$ $x^{3}-k x \bmod p$ with $k \not \equiv 0 \bmod p$. In addition, the condition $p \equiv 1 \bmod 4$ is satisfied. Then, if $k$ is the fourth power module $p$ of some element in the $F_{p}$ field, $k^{(p-1) / 4} \bmod p \equiv 1$ is implied.

Proof. If $k$ is the fourth power module $p$ of some element in the field $F_{p}$, then there is a $z \in F_{p}$ such that $z^{4} \equiv k$ $\bmod p$. However, it is true that $p \equiv 1 \bmod 4 \Rightarrow 4 \mid(p-$ 1). Then $\left(z^{4}\right)^{(p-1) / 4} \equiv k^{(p-1) / 4} \bmod p$. Nevertheless, $\left(z^{4}\right)^{(p-1) / 4}=(z)^{(p-1)}$. Using Fermat's little theorem, it follows that $(z)^{(p-1)} \equiv 1 \bmod p$. Hence, this implies that $k^{(p-1) / 4} \bmod p \equiv 1$.

Thus, we conclude that if $k^{(p-1) / 4} \bmod p \not \equiv 1$ it implies that $k$ is not the fourth power module $p$ of some element in the $F_{p}$ field.

To find out if $k$ is the square power module $p$ of
some element in the $F_{p}$ field, the Euler criterion is used (Stinson, 2005). To construct a cyclic subgroup in the solution set, first the following lemma is proved.

Lemma 2. Suppose that the conditions stated in Theorem $\square$ are satisfied. Then $4 \mid \# E\left(F_{p}\right)$.

Proof. According to the conditions of Theorem it is known that $\# E\left(F_{p}\right)=p+1+2 a$. On the other hand, because the prime $p \neq 2$ and $b$ is even, it follows that $a$ is odd. Besides, $p+1+2 a=(a+1)^{2}+b^{2}$, which implies that $a+1$ is even. Thus, $4 \mid(a+1)^{2}$ and $4\left|b^{2} \Rightarrow 4\right|$ $\# E\left(F_{p}\right)$.

The following theorem gives enough information to construct a cyclic subgroup in the solution set.

Theorem 2. Consider an elliptic curve, $E$, defined on $Z_{p}$, where $p$ is a prime number greater than 3. Then there are two positive integers $n_{1}, n_{2}$ such that there is an isomorphism from $(E,+)$ to $Z_{n_{1}} \times Z_{n_{2}}$. Further, $n_{2} \mid n_{1}$ and $n_{2} \mid(p-1)$ (Stinson, 2005).

In our case, $n_{2}=1$ and $n_{1}=q$, which is a prime factor of $\# E\left(F_{p}\right)$. This research proposes that $q=(p+$ $1+2 a) / 4$. Sometimes $q$ is not prime; however, we look for other primes $p$ such that the conditions of Theorem 1 are satisfied and $q=(p+1+2 a) / 4$ is prime.

Another important question is: How do we find the first solution? In this research the problem is posed in a different way, namely, an initial point $(x, y)$ is given, and a $k$ is sought that enforces the expression (1). In fact, this $k$ value must satisfy

$$
\begin{equation*}
k \equiv\left(x^{3}-y^{2}\right)\left(x^{-1}\right) \quad \bmod p \tag{2}
\end{equation*}
$$

An example with numerical values is used to illustrate the foregoing. Assign the following values: $a=17$ and $b=8$; it follows that $p$ is 353. It can be seen that $p \equiv 1 \bmod 4$ and that $a+b \equiv 1 \bmod 4$. Furthermore, we suggest as a solution the point $\alpha=(231$, 217), and with this information $k$ is calculated according to expression (2) yielding, $k=36$, with $(36)^{353-1 / 4}$ $\not \equiv 1 \bmod 353$ and $(36)^{353-1 / 2} \equiv 1 \bmod 353$. Then, the curve is $y^{2} \equiv x^{3}-36 x \bmod 353$.

Thus, according to Theorem 1 the number of solutions is $\# E\left(F_{353}\right)=388$, and the prime $q=$ 97. On the other hand, $97 \not \equiv 1 \bmod 353,4(-36)^{3}$ $\not \equiv 0 \bmod 353$ and $97 \neq 353$; then, the curve is non-singular, non-supersingular, and not even trace one. The non-singularity condition $4(-36)^{3} \not \equiv 0 \bmod 353$ is equivalent to $x^{3}-y^{2} \not \equiv 0 \bmod p$, where $x$ and $y$ are the initial values in the expression (2).

The next thing to check is if $\alpha=(231,217)$ is a 97 order element, so $(q-1) \alpha=(231,-217)$ must be satisfied. Therefore, $2 \alpha=(336,114) ; 4 \alpha=(35,291)$; $8 \alpha=(191,313) ; 16 \alpha=(159,261) ; 32 \alpha=(146,221) ;$
$64 \alpha=(36,330)$. Then, $96 \alpha$ is calculated as $64 \alpha+32 \alpha=$ $(231,136)$. Note that $136 \equiv-217 \bmod 353$, and it follows that $97 \alpha=\infty$. Figure 1 illustrates the process for obtaining an elliptic curve.
2.2. Chaos. Our starting point is the logistic map equation:

$$
\frac{\mathrm{d} P(y)}{\mathrm{d} y}=f(y, P(y))
$$

where $f(y, P(y))=a P(y)-b P^{2}(y)$ and $a, b>1$. On the other hand, the variable $y$ is discretized; that is, it has the values $y_{0}, y_{1}, \ldots, y_{n}$. Then, for the previous numbers the function $P(y)$ has the following values: $P\left(y_{0}\right), P\left(y_{1}\right), \ldots, P\left(y_{n}\right)$.

The Euler algorithm is applied to solve this differential equation, and the expression (3) gives us the relationship between $P\left(y_{n+1}\right)$ and $P\left(y_{n}\right)$ (Strogatz, 2014):

$$
\begin{equation*}
P\left(y_{n+1}\right)=P\left(y_{n}\right)+f\left(y_{n}, P\left(y_{n}\right)\right) \times \Delta y \tag{3}
\end{equation*}
$$

The magnitude of the increase $\Delta y$ is very small. The parameters $r$ and $s$ are specified in

$$
\begin{equation*}
r=1+a \times \triangle y, \quad s=b \times \triangle y \tag{4}
\end{equation*}
$$

Moreover, at the point $y_{n}$ the function $P(y)$ has the value $P\left(y_{n}\right)=r / s y_{n}$ (David et al., 2009). Incorporating this result into the expression (3), we get

$$
\begin{equation*}
y_{n+1}=r y_{n}\left(1-y_{n}\right) \tag{5}
\end{equation*}
$$

The limit of $y_{n}$ can be calculated as $n \rightarrow \infty$ if this exists in the expression (5). This limit can be written as $\lim _{n \rightarrow \infty} y_{n+1}=\lim _{n \rightarrow \infty} r y_{n}\left(1-y_{n}\right)$.

In practical situations, when $n=1000$, the value $y_{n}$ is stabilized if the limit exists. Table 1 shows the values of $y_{n}$ for $n=1000, y_{0}=0.6914152653$ and diverse $r$ values. However, when $r=3.79171828182845904$... 7319 ( 311 digits after the decimal point) the number of possible $y_{n}$ values is enormous; that is, chaos occurs (Jiang et al., 2006).

The expression (5) fulfills three aspects of chaos; namely,
(a) the quantities $y_{n}$ are not random;
(b) the values $y_{n}$ exhibit variations when small changes in $r$ or $y_{0}$ values are made; i.e., they are sensitive to small variations;
(c) $y_{n}$ cannot be predicted without carrying out the calculations in the expression (5).

Table 1. Diverse $y_{n}$ values for $n=1000$ and $y_{0}=0.691415265$.

| $r$ | 1.3 | 1.6 | 1.75 | 1.82 | 1.95 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $y_{n}$ | 0.23076923 | 0.375 | 0.42857142 | 0.45054945 | 0.48717948 |

2.3. Entropy. It is quantified according to (Shannon, 1948)

$$
\begin{equation*}
H(x)=-\sum_{x \varepsilon X} P(x) \log _{2} P(x) . \tag{6}
\end{equation*}
$$

Besides, working with color images conforms with the RGB format, i.e., the basic colors: red, green or blue. In this research, each of these colors is described by one byte. Usually, 256 categories are sufficient to describe each color. In this sense, if each basic color has a uniform distribution, that is, all points have the same probability, then the value of the entropy is 8 . In practical cases, values close to 8 are sought for the primary color distributions of an encrypted figure.
2.4. Correlation coefficient. Linear analysis between adjacent pixels using the correlation coefficient, or only correlation, is performed on the encrypted image. This analysis is carried out in three directions, namely, horizontal, vertical and diagonal. In this manner, an encrypted image complies with a good degree of randomness if the correlation between its adjacent pixels is a number close to zero. The calculation of the correlation between two random variables $y, z$ is carried out as follows.

An encrypted image pixel is randomly chosen. This pixel has a value between 0 and 255 for each of the colors red, green, and blue, which is written as $y_{r}, y_{g}$, and $y_{b}$. Subsequently, an adjacent pixel is taken for each direction: horizontal, vertical, or diagonal according to the case, and just as before, the adjacent pixel has a value for red, green and blue. These are written as $z_{r}, z_{g}$ and $z_{b}$.

Assume that $N$ pairs of pixels $y, z$ are chosen at random. Therefore, it is possible to calculate the correlations in the three directions for the three basic colors. The formula for calculating the correlation in the horizontal direction for the red color is

$$
\begin{align*}
& r_{h ; y_{r}, z_{r}} \\
& =\frac{\frac{1}{N} \sum_{i=1}^{N}\left(y_{i, r}-\bar{y}_{r}\right)\left(z_{i, r}-\bar{z}_{r}\right)}{\sqrt{\left.\left(\frac{1}{N} \sum_{i=1}^{N}\left(y_{i, r}-\bar{y}_{r}\right)^{2}\right)\left(\frac{1}{N} \sum_{i=1}^{N}\left(z_{i, r}-\bar{z}_{r}\right)^{2}\right)\right)}} \tag{7}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{y}_{r}=\frac{1}{N} \sum_{i=1}^{N} y_{i, r}, \quad \bar{z}_{r}=\frac{1}{N} \sum_{i=1}^{N} z_{i, r} \tag{8}
\end{equation*}
$$

The formulas for the vertical and diagonal directions are similar to the ones for the green and blue colors.
2.5. Discrete Fourier transform (DFT). This transform measures the degree of randomness of a chain of zeros and ones; that is, it checks that there are no repetitive patterns of zeros and ones.

In addition, the following parameters are involved in the calculation of the test statistic:

- $x_{k}=2 \varepsilon_{k}-1$, where $\varepsilon_{k}=0$, 1 . It follows that $x_{k}=-1,1$.
- $N_{0}:$ It is an expected theoretical quantity; $(0.95) \times$ $n / 2$, where $n$ is the string length.
- $N_{1}$ : It is the number of times that $\left\|f_{j}\right\|$ is less than $h$, which is calculated as

$$
h=\sqrt{\ln \frac{1}{0.05}(n)},
$$

where $n$ is the chain length.

- $f_{j}=\sum_{k=1}^{n} x_{k} e^{\frac{2 \pi i(k-1) j}{n}}$, where $i=\sqrt{-1}$ and $j=$ $1,2, \ldots, n / 2-1$.

If $n$ is odd, the last string bit is deleted, and $f_{j}$ has a real and a complex part. The module $\left\|f_{j}\right\|$ is calculated and compared with $h$. If $\left\|f_{j}\right\|<h$, one is added to $N_{1}$. Otherwise, $N_{1}$ retains its previous value.

Then the quantity

$$
d=\frac{N_{1}-N_{0}}{\sqrt{\frac{n(0.95)(0.05)}{4}}}
$$

and the test statistic p -value $=\operatorname{erfc}|d| / \sqrt{2}$ are calculated, where $\operatorname{erfc}(|d| / \sqrt{2})=2(1-\Phi(|d|))$ (Rukhin et al., 2010). The decision rule is: If the p -value is less than 0.01 , we reject the hypothesis that the string is random, otherwise it is accepted. Note that the DFT test is included in the NIST 800-22 standard.
2.6. Goodness-of-fit test. This tool aims to find out if the distributions of the basic colors fit a uniform distribution (Kritzer et al., 2014). If so, the distribution of primary colors is said to be random.

However, the above approach leads us to a statistical hypothesis test. In this test two elements are required, namely, a test statistic and a rejection region. The statistic $\chi^{2}=\sum_{i=1}^{k}\left(o_{i}-\exp _{i}\right)^{2} / e_{i}$ is utilized for each primary
color, where $o_{i}$ and $\exp _{i}$ are the observed and expected values. The $\chi^{2}$ variable distribution is the chi-square distribution with $k-1$ degrees of freedom (Gaboardi and Rogers, 2017).

According to the central limit theorem, the statistic $\chi^{2}$ approaches a normal distribution with mean $\mu=255$ and standard deviation $\sigma=(2 \times 255)^{0.5}=22.58$ (Guionnet, 2002). With this information, it is easy to know which is the rejection region for the $\alpha=0.01$ significance level, taking into account that the threshold is on the right-hand side of the normal distribution. Thus, the threshold for $\alpha=0.01$ is 307.61 . Then, the decision rule is: If the $\chi^{2}$ value is higher than 307.61 , we reject the hypothesis that the string is random, otherwise it is accepted.

In the NIST 800-22 standard this type of test does not appear; that is, the randomness of the tones distribution for the basic colors in the encrypted image is not measured.
2.7. Algorithm for generating permutations. Given a non-negative integer $m \geq 2$ the sets

$$
\mathbb{N}_{m}=\{n \in \mathbb{N} \mid 0 \leq n \leq m!-1\}
$$

and
$\Pi_{m}=\{\pi \mid \pi$ is a permutation from array $0,1, \ldots m-1\}$
are defined. According to the Euclid division algorithm (Gallian, 2012), any $n \in \mathbb{N}_{m}$ can be written in a unique way. Equation (9) illustrates this point:

$$
\begin{align*}
n= & C_{0}(m-1)!+C_{1}(m-2)!+\ldots \\
& +C_{m-2}(1)!+C_{m-1}(0)! \tag{9}
\end{align*}
$$

When $m$ is given, the numbers $(m-1)$ !, $(m-$ $2)!, \ldots, 1!, 0$ ! are fixed, and it can be seen from the algorithm description that $C_{m-1}=0$. Further, the following inequality easy to prove:

$$
\begin{equation*}
0 \leq C_{i}<(m-i) \text { with } 0 \leq i \leq(m-2) \tag{10}
\end{equation*}
$$

Once the values $C_{0}, C_{1}, \ldots, C_{m-2}$ are calculated, Algorithm 1 is constructed.

The set of positive integers $X\left[C_{0}\right], X\left[C_{1}\right]$, $\ldots, X\left[C_{m-2}\right]$ and $X\left[C_{m-1}\right]$ is a permutation of the array $0,1, \ldots, m-1$. This procedure is performed in $m-1$ steps. The complexity to carry out this algorithm is $O(m)$, because in each step a removal and substitution of an element is performed, with no change in the others.

Theorem 3. Algorithm 1 defines a function $I_{m}: \mathbb{N}_{m} \rightarrow$ $\Pi_{m}$ that is bijective.

Proof. First it is shown that $I_{m}$ is a one-to-one function, by the reductio ad absurdum method (Kryachko, 2006). In this sense, suppose that for $n_{1} \neq n_{2} \in \mathbb{N}_{m} \Rightarrow I_{m}\left(n_{1}\right)=$

```
Algorithm 1. Generation of permutations.
Step 0. An array in increasing order is defined as follows:
\(X[0]=0, X[1]=1, \ldots, X[m-1]=m-1\).
```

Step 1. According to (10), we have $C_{0}<m$. It follows that $X\left[C_{0}\right]$ is one element of the arrangement of Step $0 . X\left[C_{0}\right]$ is removed from the array and its place is taken by $X[m-1]$; that is, the last element arrangement and just two operations are performed: elimination and substitution. This means that the other array elements remain unchanged, and only the new position of $X[m-1]$ is assigned. In this sense, if the value of $C_{0}$ corresponds to the last element position, then $X[m-1]$ is removed from the array and its position is taken by the element $X[m-2]$.
Step 2. In the same way as in the previous step, $C_{1}<$ ( $m-1$ ), using (10), so that $X\left[C_{1}\right]$ is an element of the arrangement of Step 1. Likewise, as in the previous step, $X\left[C_{1}\right]$ is removed from the array and replaced with the last element. In case $X\left[C_{1}\right]$ is the last element of the array, proceed as in the previous step.
Step $m-1$. If this process is repeated, the result at the end will be the following: $X\left[C_{m-2}\right]$ and $X\left[C_{m-1}\right]=k$ with $0 \leq k \leq m-1$. The number $X\left[C_{m-1}\right]$ appears automatically as the last one, i.e., $C_{m-1}=0$.
$I_{m}\left(n_{2}\right)$. However, according to (9) the positive integers $n_{1}, n_{2}$ can be written as follows:

$$
\begin{aligned}
n_{1}= & C_{0,1}(m-1)!+C_{1,1}(m-2)!+\ldots \\
& +C_{m-2,1}(1)! \\
n_{2}= & C_{0,2}(m-1)!+C_{1,2}(m-2)!+\ldots \\
& +C_{m-2,2}(1)!
\end{aligned}
$$

By hypothesis, it is known that $I_{m}\left(n_{1}\right)=I_{m}\left(n_{2}\right)$ implies that the elements of both permutations were selected in the same way, so that $C_{0,1}=C_{0,2}, C_{1,1}=$ $C_{1,2}, \ldots, C_{m-2,1}=C_{m-2,2}$. Nevertheless, if this is so, then $n_{1}=n_{2}$.

The last result contradicts the hypothesis, so we conclude that $n_{1} \neq n_{2} \in \mathbb{N}_{m} \Rightarrow I_{m}\left(n_{1}\right) \neq I_{m}\left(n_{2}\right)$. This proves that $I_{m}$ is a one-to-one function.

The function is surjective because the numbers of elements in sets $\mathbb{N}_{m}$ and $\Pi_{m}$ are the same.

## 3. Box generation with high nonlinearity

From (5) it is possible to generate quantities of chaotic form using certain $r$ values, such as $r=3.881 \ldots 7618$ (311 digits after the decimal point). In fact, there is a great number of possible quantities that can be assigned to $r$ to generate chaos (David et al., 2009).

In this investigation we proceed as follows: An initial $y_{0}$ value is taken in the interval $0<y_{0}<1$, with 499 digits. The range of $n$-values is from $n=2000$ to 10,000
at most. The result is less than one, and the numbers to the right of the decimal point do not follow any pattern; that is, they appear pseudo-randomly. One thousand digits are taken after the decimal point in each iteration. In this manner, this article proposes to take blocks of one byte, one after another, to calculate the constants that are required in the expression (9), using the relation $C_{i}=b_{i}$ $\bmod (256-i)$, where $b_{i}$ is the non-negative integer value associated with the $i$-th byte. These bytes are taken from the right of the decimal point, for $i=0,1, \ldots, 254$.

Once the $C_{i}$ constants are calculated for $i=$ $0,1, \ldots, 254$, Algorithm 1 is applied to obtain a permutation of a 256 -element array, taking into account that $C_{255}=0$. A substitution box is a permutation of a 256 -position arrangement. Once the box is obtained, its nonlinearity is calculated according to the expression $L N=\min N L_{i}$, where $N L_{i}=2^{7}-$ $\frac{1}{2} \max _{a \in Z_{2} 8}\left|W_{f_{i}}(a)\right|$. In the nonlinearity calculation, the Walsh function is used (Carlet, 2005). We look for a box that has a 108 or $84.4 \%$ nonlinearity, considering that the maximum non-linearity is 128 . Table 2 is a nonlinearity box of 108 , and the $y_{0}, r$, and $n$ values are shown below:

```
y0}
0.011252939361663712136408542963758
        4624239380858486049446546816136604
        2326680826191059639157009881611242
        5350628553465002480267381884639386
        9173729797490253111841145087910704
        1334100712681994482690284583978433
        1153846979085993507804242057256391
        7540850830473311880794884633606927
        4097444793915697341757401386413008
        4251653976900261297206649873664237
        7573325225286546687503222085511596
        4757404404493788416101905232035561
        0801314322298088788187736745567520
        9177571676229360235521053978563483
        07541444042391507749428,
r=3.88171828182845904523536028747135
    2662497757247093699959574966967627
    7240766303535475945713821785251664
    2742746639193200305992181741359662
    9043572900334295260595630738132328
    6279434907632338298807531952510190
    1157383418793070215408914948841675
    09244761460668082264800168477441185
    3742345442437107539077744992069551
    7027618,
```

$n=4993$.

## 4. Encryption procedure

The cryptosystem used in this research is a substitution-permutation network with 14 rounds
because the highest security of the Advanced Encryption Standard has the same number of rounds. Moreover, the proposed algorithm defines a symmetric encryption process (Elminaam et al., 2010). In this paper, Table 2 is used as the substitution box, which has a nonlinearity of 108 , considering 128 as a maximum, which means $84.4 \%$ of the total nonlinearity. In Section 7, some reflections are given about the nonlinearity of the proposed box, DES boxes and linear attack (Silva García, 2007). A high-level description of Algorithm 2 is presented next:
(i) Round 1 starts with the XOR operation between the first scheduled key and the string to be encrypted. The procedure for generating the keys is described later; note that the size of each schedule key is the image size. After performing the XOR operation, the substitution procedure is utilized, according to Table 2, in accordance with the Federal Information Processing Standards Publication 197 (or FIPS 197) standard. A permutation of the image size denoted as $P$ is applied to the output string. Afterward, the calculation of the permutation $P$ is presented.
(ii) Rounds $2-13$ proceed in the same way as in the previous paragraph, except that the permutation $P$ is not used.
(iii) In Round 14, the XOR and substitution operations are applied, in that order. Later, the inverse permutation $P^{-1}$ and the operation XOR with the last key of the key schedule are carried out to complete the encryption round.

```
Algorithm 2. Encryption procedure.
    Define image chain ICHO in bytes;
    Define \(k_{1}, \ldots, k_{15}\) the schedule keys of image size in
    bytes;
Require: in \(\leftarrow I C H O\);
Require: state \(\leftarrow i n\);
    Round 1;
    Apply state \(\oplus k_{1}\);
    Apply Permutation \(P\) (state); \{The permutation over
    the image is applied as indicated in Section 2.7\}
    Apply operation SubBytes(state); \{Table2is used\}
    for \(i \leftarrow 2\) to \(i \leftarrow 13\) do
        Apply state \(\oplus k_{i}\),
        Apply operation SubBytes(state);
    end for
    Round 14;
    Apply state \(\oplus k_{14}\);
    Apply operation SubBytes(state);
    Apply Permutation \(P^{-1}\) (state);
    Apply state \(\oplus k_{15}\);
Require: out \(\leftarrow\) state;
```

Table 2. Substitution table with a nonlinearity of 108.

| 3d | 19 | 25 | 45 | 0a | 1d | 0 f | f1 | b5 | cf | ff | b9 | 54 | 36 | 07 | d8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 52 | cd | 20 | 8 e | 2d | d6 | 41 | 37 | 55 | 04 | ca | 62 | 7 c | 50 | 4b | 46 |
| 97 | e7 | b3 | 64 | 63 | 24 | f5 | b2 | 17 | 5 c | 03 | bb | ad | 7 a | 3 e | 77 |
| 03 | 67 | 8 c | bd | £7 | 51 | a9 | 7 e | 79 | 70 | 27 | 87 | 40 | e6 | b6 | ac |
| c 7 | b0 | 73 | 1 e | 5 f | 05 | 9d | b1 | fb | 2 b | e8 | ae | 30 | 42 | fe | 48 |
| e9 | 4 e | 5d | 0 c | c0 | 9 b | 6 e | 44 | 14 | 9a | c9 | 7 b | 2 f | 78 | c3 | 29 |
| 84 | c8 | 85 | 6 c | d2 | 08 | f8 | b4 | 26 | 7d | de | 49 | 3 f | 1 f | 4d | 74 |
| d4 | a6 | 86 | 83 | 90 | 21 | 32 | ef | 3 a | 02 | 13 | bf | 92 | e2 | 89 | c4 |
| 93 | fc | d0 | a4 | 98 | 72 | 39 | 82 | fd | 3 b | da | a3 | 6d | 80 | 06 | 16 |
| ec | 91 | a2 | e0 | 0 e | 76 | 1 c | 3 c | 8 b | db | af | 7 f | a7 | e5 | 18 | f4 |
| 31 | 2 c | 88 | df | e1 | 4 a | a0 | a8 | a5 | 2 a | 5b | 69 | 96 | 75 | fa | 9 e |
| ed | 1 a | bc | 9 f | 8 a | 33 | ab | 43 | 53 | e4 | 38 | 4 c | e3 | 68 | d9 | 47 |
| 8 f | 6 b | dc | 34 | 9 c | 15 | 66 | 99 | 8d | 0d | 95 | 81 | 6 a | 01 | 57 | 56 |
| d7 | 10 | c6 | CC | cb | 23 | 94 | ba | b7 | $6 \pm$ | 12 | ee | f2 | 59 | 00 | 4 f |
| 09 | 5 a | eb | 1 b | 35 | ce | 65 | 71 | 28 | 61 | f3 | f0 | c2 | d3 | a1 | 58 |
| dd | 22 | b8 | d1 | 5 e | 2 e | 11 | aa | be | c5 | d5 | ea | f6 | f9 | 60 | c1 |

The permutation $P$ is obtained using the algorithm developed in Section 2.7 as follows: Suppose the image has $m$ pixels which are numbered from 0 to $m-1$. Then, the constants $C_{i}$ are calculated to alter the order of the pixels. Note that it is not necessary to know the value of $n$ in the expression (9), which is fortunate, because it is enormous.

For $C_{i}$ calculation, the first key of the key $k_{1}$ is utilized. It is divided into 8 -bit blocks. The first three blocks of eight bits from $k_{1}$ are taken, i.e., 1,2 , and 3 , to form a 24-bit string. The non-negative integer value of this string is denoted as $a_{0}$.

Then, the calculation of the first constant is proposed as $C_{0}=a_{0} \bmod (m-0)$, where $m$ is the number of pixels in the image. To compute the second constant, $C_{1}$, a byte is shifted to the right; in other words, bytes 2,3 and 4 are taken from the string $k_{1}$ which is again a 24 -bit block. Following the same process, the calculation of $C_{1}$ is carried out as $C_{1}=a_{1} \bmod (m-1)$.

Thus, employing the previous procedure, all the constants can be calculated. This research uses 24-bit blocks, because the resolution level in many images is $2^{24}$. Further, remember that the last constant $C_{m-1}=0$.

Once the constants $C_{i}$ have been calculated, Algorithm 1 is applied to obtain the permutation $P$. The pseudocode of the cipher system is written below.
4.1. Generating the keys of the schedule. The keys that participate in each round are called the keys of the schedule. The curve points are used for the key generation, which is $y^{2} \equiv x^{3}-k x \bmod p$. The values $k, p$ and $\# E\left(F_{p}\right)$ comply with conditions mentioned in Section 2.1.

The solution points $(x, y)$ of the elliptic curve appear in a pseudo-random way. In addition, the elliptic curve
has the following characteristics: The prime $p$ is greater than $2^{200}$, and the prime $q=\# E\left(F_{p}\right) / 4$ is approximately the same size. An example is shown below:
$p=34432346 \mathrm{E} 82 \mathrm{BE} 3 \mathrm{BDC} 457 \mathrm{ACCA} 180066 \mathrm{AA} 10 \mathrm{D}$ 8490921073CE1D2EF5D,
$q=10 \mathrm{C} 8 \mathrm{D} 1 \mathrm{BA} 0 \mathrm{AF} 8 \mathrm{EF} 7115 \mathrm{~EB} 328603 \mathrm{~B} 703097 \mathrm{C} 6$ 33E9002E113B4B0D5,
$k=$ C3BAFA05D4ABE4C690B1A7871D4004C282C 743D3F4D5EBE099074,
$l=72$ BEE5E993AA9CE05AE5EC7FA843930A784 D2807E45E151BAD5,
$a=73 \mathrm{AB} 10 \mathrm{~A} 8 \mathrm{CA} 1 \mathrm{~F} 88 \mathrm{~F} 8223 \mathrm{~B} 67 \mathrm{FE} 9 \mathrm{FB}$,
$b=\mathrm{F} 6 \mathrm{E}$,
$x_{0}=15 \mathrm{~F} 2624 \mathrm{~F} 4395 \mathrm{FC} 95 \mathrm{~F} 8 \mathrm{EDBDDD} 393 \mathrm{D} 1 \mathrm{CA} 9 \mathrm{~B} 8$ 5A84DE8506EC64799021,
$y_{0}=164 \mathrm{D} 0 \mathrm{~B} 7582 \mathrm{AC} 23408094612 \mathrm{C} 1 \mathrm{BF} 122 \mathrm{BAA} 1$ 0572 BDB 732 E 5955628 F 2 ,
$\alpha=\left(x_{0}, y_{0}\right)$,
$x_{1}=288082 \mathrm{CA} 102 \mathrm{FAD} 4 \mathrm{FBD} 00057 \mathrm{C} 26 \mathrm{~A} 7067455$ 8E8E84B085130242E64C, $y_{1}=2 \mathrm{C} 9 \mathrm{E} 205 \mathrm{DFB} 96 \mathrm{AD} 32 \mathrm{~F} 6 \mathrm{~F} 8 \mathrm{~F} 6498 \mathrm{EE} 2 \mathrm{~B} 5 \mathrm{~A} 27 \mathrm{C}$ FB7B6032DCF26FD5F9F,
$(l) \alpha=\left(x_{1}, y_{1}\right)$.
We propose the first key, $k_{1}$, of the key program to be obtained as follows: Calculate the point $(l) \alpha=P_{0}$ and compute the points $P_{0}+\alpha, P_{0}+2 \alpha, \ldots$ such that the concatenation of these points is the shortest string, but greater than or equal to the image size. If it is greater, the remaining bits are removed to make the string equal to the image size. Let us denote this chain as $D$. Subsequently, a one-bit circular shift to the left is proposed to be performed on the $D$-chain.

The resulting string after the shift is divided into 8-bit blocks, and the substitution box of Table 2 is applied in the same way as in FIPS 197. Let us call $D_{0}$ the previous
result. In this manner, we continue with another circular shift of one bit to the left and then use the substitution box of Table 2 in the same way as above. The result is denoted as $D_{1}$.

If we follow this process, the chain $D_{6}$ will be obtained, which is proposed as the first key of the key schedule, i.e., $k_{1}$. In Section 7 it is explained why $D_{6}$ is taken as the first key. To obtain the remaining 14 keys, that is, the keys up to $k_{15}$, the same procedure is continued as follows:
(i) A one-bit rotation is applied to the left of the string $k_{1}$, and the result is divided into 8 -bit blocks. Then, the substitution operation is performed on each block using the box of Table 2, in accordance with FIPS 197, resulting in $k_{2}$.
(ii) The $k_{2}$ string is rotated one bit to the left and the result is again divided into blocks of one byte. In the same manner as in the previous section, the substitution operation is carried out in each block using Table 2 and the same procedure, resulting in the $k_{3}$ key. To obtain the key $k_{i}$, with $i=4, \ldots, 15$, the first step is a rotation of one bit to the chain $k_{i-1}$ left, and then the substitution is performed as noted above. In Section 6, the entropies of the 15 keys of the key schedule are shown.
It can be observed that the point $\left(x_{1}, y_{1}\right)$ is the key to developing the symmetric cryptosystem. Then, the sender uses the public key of the receiver, say " $Q$ ", to encrypt the point $\left(x_{1}, y_{1}\right)$, and later the receiver, using their private key, say " $m$ ", decrypts the sent point (Stinson, 2005).
4.2. Size of the key set. Assume that the point set where the schedule keys are built has $q=(p+2 a+1) / 4$ elements, which is approximately $|p / 4|$, and the $\|$ symbols mean that only the integer part is taken. Additionally, all points are different from each other because $q$ is a prime number. If the size $p$ is $2^{256}$ and the solution set of $q$ elements is called $Q$, it follows that the number of elements in $Q$ is approximately $2^{254}$. Then, the key set denominated as $K$ has $2^{254}$ keys, approximately. The null element is excluded from concatenation since it has no integer coordinates. On the other hand, the number of solutions could be increased using curves with a higher $p$ prime. The following is an example where the number of keys is $2^{516}$ :
$p=2 \mathrm{~F} 1 \mathrm{BD} 60 \mathrm{FF} 5 \mathrm{~F} 55449 \mathrm{~B} 5 \mathrm{D} 2765 \mathrm{DA} 1 \mathrm{DE} 14383 \mathrm{FF}$ 56BCD6F3CAEF2AD5E65E4AACFBA0958A7CC 69AAE4D557609EAD24F87B00B6F0AF20CE9 D31328A34B5F1C8B57AA99781,
$q=\mathrm{BC} 6 \mathrm{~F} 583 \mathrm{FD} 7 \mathrm{D} 55126 \mathrm{D} 749 \mathrm{D} 976877850 \mathrm{E} 0 \mathrm{FFD}$ 5AF35BCF2BBCAB5799792AB3EE8259987CE 75D61F5E454BDAAAC9C9491387073D69C53 26612E2D1706AD39ABE30EC1,


Fig. 2. Images test: Donkey (a), Jupiter (b), Jet (c) and Lena (d).

$$
\begin{aligned}
& k= 284 A 486422077 \mathrm{C} 13 \mathrm{FBC9104BEC90D429142} \\
& \text { F7C1449A811BA8137C4FBD94B9DD6E29300 } \\
& \text { 5F8B7D1CE499ABF333511CD8A62AF4AF35F } \\
& \text { 9AD42478742B3968A65F11D91, } \\
& x_{0}= \\
& \text { 1A1BB41D1504B67385EF47D542F4DD7A045 } \\
& \text { 8B80940F64AE5621B75FA72777AD79912B7 } \\
& \text { 1157E19F9F933C84B43F22FB1BA3D12C033 } \\
& \text { 79C9D3E9623E583C6BAA6807B, }, \\
& y_{0}= \\
& \text { 7101D47696F6ABBBB991796F4EE88174727 } \\
& 9180820 \mathrm{~B} 94 \mathrm{~B} 8 \mathrm{D} 57 \mathrm{~F} 8 \mathrm{E} 69 \mathrm{~A} 897 \mathrm{E} 390 \mathrm{~EB} 96 \mathrm{AAD} \\
& \text { 1CBE0466795F66E3556A2DF5BD2090059FF } \\
& \text { ED0EA0212AEC9C13AA0701134, } \\
& \alpha=\left(x_{0}, y_{0}\right) .
\end{aligned}
$$

## 5. Images to be encrypted

The test images used to illustrate the encryption processes are presented in Fig. 2. They consist of $512 \times 512$ pixels. Some of these figures have been employed in previous developments in this field.

The Donkey image is used to test the proposed cryptosystem, because if a symmetric system is used in its encryption, there is a risk that the encrypted figure will not pass the randomness tests proposed in this work. In fact, in the case of the Advanced Encryption Standard (AES) the cipher block chaining (CBC) mode is used to encrypt images. However, this algorithm offers a maximum security of $2^{256}$ (Daemen and Rijmen, 1999).

## 6. Results

The tools for randomness measurement are divided in two groups, namely, those that present a result, such as entropy and correlation, and those that perform a
hypothesis test, which are the discrete Fourier transform and the goodness-of-fit test.
6.1. Entropy and correlation. In Table 3, the results of entropy for the encrypted images of Fig. 2 are presented. Similarly, the entropies of the 15 keys of the key schedule are shown in this part. As pointed out in Section 4, the first key of the schedule is obtained from $l$ and $\left(x_{1}, y_{1}\right)$. These entropies are shown in Table 4.

The correlation results of the encrypted images are presented in Table 5, taking into account that $N=3000$. Figure 3 presents the $\left(x_{c, d}, y_{c, d}\right)$ point graph of Lena encrypted with the $l$ value. The subscript $c$ indicates the color and $d$ the direction. In fact, it is a graph that shows the scatter of the points $\left(x_{c, d}, y_{c, d}\right)$. Figure 4 presents the histogram of its basic colors distribution encrypted with $l$.


Fig. 3. Points $\left(x_{c, d}, y_{c, d}\right)$ for the horizontal direction for the red (a), green (b) and blue (c) colors, for vertical direction (d), (e) and (f), and diagonal direction (g), (h) and (i), using the Lena test image encrypted with the $l$ value.


Fig. 4. Basic color distribution of Lena encrypted with the $l$ value for the red (a), green (b) and blue (c) colors.


Fig. 5. Original (a) and ciphered (b) Lena picture with the $l$ value.
6.2. Discrete Fourier transform and the proposed test. Randomness measurements using the DFT in the ciphered images are presented in Table 6 . The proposed test for randomness measurement is the goodness-of-fit test using the $\chi^{2}$ distribution. Table 7 shows the results for the four encrypted test images.
6.3. Entropy of $\mathbf{1 0 , 0 0 0}$ values. In this subsection, the following experiments are reported: Given the elliptic curve of Section 4, 10,000 values were proposed for $l$ at random and later the next entropies were calculated, the maximum, average and minimum, using the encrypted image of Lena. The results are presented in Table 8, and Fig. 5 shows the encrypted image to illustrate how the proposed process encrypts with the $l$ value.
6.4. Sensibility. To conclude this section, it would be instructive to present the sensitivity results; that is, the correlation between two encrypted images with different and close keys. In this paper, the keys $l$ and $l+1$ are proposed. Table 9 shows those results.

## 7. Analysis and discussion of results

We begin with the proposed symmetric cryptosystem security. The construction of this cryptosystem is based on the elliptic curve, because the key-generation of the schedule depends on the Curve parameters, i.e., $p, q, k$ and $\alpha$, where $\alpha$ is the generating element. In this sense, we calculate the point $\left(x_{1}, y_{1}\right)=l \times \alpha$ where $l$ is a random positive integer, such that $1 \leq l \leq q-1$. Then, 15 keys of the schedule can be calculated, as seen in Section 4.1. The sender only has to mail the point $\left(x_{1}, y_{1}\right)$ using the elliptic curve. Recall that the curve only encrypts points of itself.

Thus, an attack on the proposed cryptosystem implies an attack on the elliptic curve, because it is desired to know $\left(x_{1}, y_{1}\right)$. However, the above implies that the private key must be found when the public key is known, which implies solving the discrete logarithm problem (Washington, 2008). In fact, it is considered that solving the discrete logarithm problem for an elliptic curve having a $q$ of size $2^{512}$ is equivalent to factorizing $n$

Table 3. Entropies of the encrypted images of Fig. 2 using the value $l$.

| Entropy | Donkey | Jupiter | Jet | Lena |
| :--- | :---: | :---: | :---: | :---: |
| Red | 7.99921 | 7.99931 | 7.99932 | 7.99925 |
| Green | 7.99920 | 7.99938 | 7.99931 | 7.99935 |
| Blue | 7.99936 | 7.99920 | 7.99934 | 7.99928 |

Table 4. Entropies of the 15 keys using $l$ for the test images.

| Key | Entropy | Key | Entropy |
| :---: | :---: | :---: | :---: |
| 1 | 7.99970 | 9 | 7.99977 |
| 2 | 7.99974 | 10 | 7.99976 |
| 3 | 7.99976 | 11 | 7.99976 |
| 4 | 7.99976 | 12 | 7.99979 |
| 5 | 7.99977 | 13 | 7.99979 |
| 6 | 7.99975 | 14 | 7.99976 |
| 7 | 7.99974 | 15 | 7.99975 |
| 8 | 7.99979 |  |  |

of $2^{15000}$ size in an RSA scheme (Hemanth Chakravarthy and Kannan, 2015). Besides, it is not complicated to generate curves following the flowchart of Fig. 1 such that the number of solutions has a prime factor of $2^{512}$. In addition, if a brute force attack is carried out by constructing the first key of the keys schedule, it would imply solving a $2^{n}$ problem where $n$ is the image size.

Moreover, it is important to mention that for calculating the elliptic curve several values of $a$ are randomly proposed, and the program runs in parallel for each $a$ (Sakthivel and Nedunchezhian, 2014). This is because there are some values of $a$ where the computation program takes a long time to find a generator element. Nevertheless, if the program runs in parallel using 16 threads, this possibility is significantly reduced because of the following reasoning.

According to Theorem 1 the total number of solutions is given by $\# E\left(F_{p}\right)=p+2 a+1$. Furthermore, it is known that the number of solutions $q$ is given by $q=(p+2 a+1) / 4$. Then, the probability of finding a generating element $\alpha$ is $1 / 4$, and it follows that the probability of failure is $3 / 4$ for each thread. Taking into account that $\alpha$ is chosen randomly, the events are independent. Thus, using the binomial model with $p=$ $3 / 4$ and $n=16$, it is possible to calculate the probability that none of the threads obtain the generator element, that is, the probability of error. This calculation is made as follows (Feller, 2015):

$$
\begin{equation*}
P(X=16)=\binom{16}{16}\left(\frac{3}{4}\right)^{16}\left(\frac{1}{4}\right)^{16-16} \tag{11}
\end{equation*}
$$

Hence, the error probability is $(3 / 4)^{16}$, approximately $1 \%$. It is clear that the error can be further reduced if desired.

The proposed box has a nonlinearity of 108, the maximum being 128; this implies that the percentage of nonlinearity is $84.4 \%$. Furthermore, it is mentioned that the linear attack was applied to the DES cryptosystem, because the seventh substitution box has a nonlinearity of 14. Since in this case the maximum nonlinearity is 32 , it follows that the percentage of nonlinearity is $43.7 \%$.

It can then be observed that the linear attack would not be successful in the presented cryptosystem, because the proposed box nonlinearity is higher than $40 \%$. In fact, its nonlinearity is higher than that of any of DES boxes (Silva García, 2007). In addition, the use of a particular box with the aforementioned nonlinearity has the advantage of generating an original and secure encryption system, which can be used exclusively by a specific corporation or institution.

There are areas of human activity in which the images must not be compressed with loss of information, e.g., national defence, astronomy, and cinema; moreover, the rules for information handling in some countries do not allow compression. For this reason our proposal does not compress the images. As indicated above, the elliptical curve encrypts points of itself. In fact, when it is desired to encrypt symmetric cryptosystem keys, a protocol is required for encryption (Zhang, 2011). In this sense, the proposed cryptosystem encrypts only one point, and it is not necessary to elaborate an additional protocol for the distribution of symmetric cryptosystem keys.

Furthermore, in secure communication schemes, two cryptosystems are used, one symmetric and one asymmetric, for sending the keys, for example, AES and the elliptic curve. In this sense, our case is simpler because it requires only the latter. Besides, with the elliptic curve it is possible to use the Diffie-Hellman protocol (Koziel et al., 2016).

Regarding the concatenation of the coordinates of the curve point, from a given point $\left(x_{1}, y_{1}\right)$, it is necessary to clarify the following: Each coordinate is written without zeros to the left. That is, it starts with the most significant hexadecimal number other than zero, so that there will be at most three zeros to the left; in fact, this happens when number 1 is expressed in hexadecimal as 0001 . Another relevant point to note is that the integer $l$ is utilized to obtain the point $l \times \alpha=\left(x_{1}, y_{1}\right)$ and only masks the information. In other words, the receiver does not need to know the value of $l$, because the keys of the schedule can be calculated by knowing only the point $\left(x_{1}, y_{1}\right)$.

Table 5. Correlation of the encrypted test images using the $l$ value and calculated in three directions: horizontal, vertical and diagonal, for the three basic colors.

| Color | Correlation <br> coefficient | Donkey | Jupiter | Jet | Lena |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Red | Horizontal | 0.0016 | 0.0072 | 0.0413 | 0.0102 |
|  | Vertical | 0.0089 | 0.0026 | 0.0846 | 0.0108 |
|  | Diagonal | 0.0341 | 0.0344 | 0.0132 | 0.0318 |
| Green | Horizontal | 0.0251 | 0.0007 | 0.0218 | 0.0300 |
|  | Vertical | 0.0453 | 0.0078 | 0.0271 | 0.0426 |
|  | Diagonal | 0.0274 | 0.0012 | 0.0014 | 0.0312 |
| Blue | Horizontal | 0.0205 | 0.0441 | 0.0270 | 0.0390 |
|  | Vertical | 0.0294 | 0.0081 | 0.0184 | 0.0061 |
|  | Diagonal | 0.0178 | 0.0081 | 0.0181 | 0.0222 |

Table 6. Randomness measurements of the encrypted test images with the $l$ value using the discrete Fourier transform ( $\checkmark$ : accepted, x : rejected).

|  | $\alpha=0.01$ | Donkey | Jupiter | Jet | Lena |
| :---: | :---: | :---: | :---: | :---: | :---: |
| DFT | Red | $0.81 / \checkmark$ | $0.68 / \checkmark$ | $0.95 / \checkmark$ | $0.99 / \checkmark$ |
| Test | Green | $0.21 / \checkmark$ | $0.35 / \checkmark$ | $0.71 / \checkmark$ | $0.37 / \checkmark$ |
|  | Blue | $0.86 / \checkmark$ | $0.96 / \checkmark$ | $0.88 / \checkmark$ | $0.35 / \checkmark$ |

The analysis of the results starts with the entropy of the keys program. It was mentioned that the process "shift, substitution" is applied six times before generating the first key because the first strings have a low entropy, that is, $7.9 \ldots$. But from the seventh step onward the chains have an entropy of $7.999 \ldots$

All the encrypted images of Fig. 2 have an entropy of $7.999 \ldots$ Thus, it is concluded that the randomness is adequate; in fact, it is better than the values reported in other well-known works (Huang and Ye, 2014; Zhu et al., 2013). Table 10 compares the entropy values of other investigations with ours.

With respect to the correlation calculation, the following is pointed out: in Section 2.4 it was mentioned that $N$ pairs of adjacent points are taken in each direction. Our proposal is $N=3000$, and the pairs are chosen in a random way. On the other hand, it is known that, when the correlation between two variables is close to zero, this means that there is no linear relation between them, which confirms that the color distribution is random.

In this sense, the highest value of correlation in Table 5 is less than 0.085 , which confirms that the color distribution in the encrypted figures is random. The results of Table 6 confirm that the encrypted figures do not have repetitive patterns, so it is concluded that the basic color distribution of the encrypted test images is random.

In relation to the results of the proposed test, in Table 7, they also indicate that the null hypothesis is accepted. Recall that the null hypothesis states that the color distribution is random. Therefore, we conclude that the distribution of the three basic colors is random.

The Lena image was encrypted using 10,000
different values of $l$ that were chosen at random. Table 8 reports the minimum, average, and maximum entropies for each basic color, namely, red, green, and blue. As can be seen, the values of the entropy for each of these colors correspond to random distributions.

In regard to sensibility, Table 9 shows the results of the Lena image encrypted with values of $l$ and $l+1$. As can be seen, there is no relationship between the images when they are encrypted with two different and close keys.
7.1. Our contribution. In this work, a novel symmetrical cryptosystem for color-image encryption in 14 rounds is proposed. The cryptosystem has two parts: the first one is asymmetric due to the elliptical curve, and the other is symmetric because an algorithm of 14 rounds is constructed. Thus, two types of attacks can be expected: those that are applied to the curve and those applied to the symmetric system. Regarding the attacks on the curve, the following may be mentioned: supersingular curves, curves of trace one, or solving the discrete logarithm problem. In our case, none of these attacks can be carried out, since our curves are non-supersingular, they are not trace one, and also the solution set size is such that the discrete logarithm problem cannot be solved (Stinson, 2005).

On the other hand, a high non-linearity substitution box is constructed to avoid both linear and differential attacks to the proposed symmetric cryptosystem (Matsui, 1993; Biham and Shamir, 1992). Additionally, a brute force attack on the symmetric system involves solving a problem of $2^{n}$, where $n$ is equal to the image size in bits.

Table 7. Results of the proposed test for the encrypted test images with the $l$ value ( $\checkmark$ : accepted, x : rejected).

|  | $\alpha=0.01$ | Donkey | Jupiter | Jet | Lena |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Proposal | Red | $0.08 / \checkmark$ | $0.60 / \checkmark$ | $0.69 / \checkmark$ | $0.22 / \checkmark$ |
| Test | Green | $0.07 / \checkmark$ | $0.90 / \checkmark$ | $0.63 / \checkmark$ | $0.81 / \checkmark$ |
|  | Blue | $0.85 / \checkmark$ | $0.74 / \checkmark$ | $0.78 / \checkmark$ | $0.40 / \checkmark$ |

Table 8. Entropies results of the encrypted Lena image using 10.000 random values of $l$. Minimum, average and maximum entropies are reported for each basic color.

| Entropy | Minimum | Average | Maximum |
| :--- | :---: | :---: | :---: |
| Red | 7.99900 | 7.999293 | 7.99950 |
| Green | 7.99902 | 7.999293 | 7.99950 |
| Blue | 7.99907 | 7.999292 | 7.99951 |

In addition, the resulting encrypted images present a good randomization to avoid possible attacks on them by using chaotic systems. In this sense, an instrument based on the distribution $\chi^{2}$ is proposed to measure the randomness of the encrypted images, which is not included in the NIST 800-22 standard. This proposal for image encryption can be used for developing secure communication schemes using only one cryptosystem, the elliptic curve, and not two systems like in the PKI scheme (Lozupone, 2018). Considering all of the above, it can be affirmed that the proposed image encryption cryptosystem is highly secure and efficient.
7.2. Limitations and scope. Two limitations are described in this paper. The first one refers to the following point: the algorithm of Fig. 1 is not convenient to run with a single value of $a$, because sometimes it takes a considerable time to find the generator element, so it must be run in parallel using several values of $a$.

The second is about the calculation of the first schedule key, which is the start for generating the others. However, in the computation of this first schedule key the operation of multiplicative inverse of $b$ modulo $p$ is performed sequentially, where $b \in \mathbb{Z}_{p}^{*}$. Moreover, this operation is carried out for each point that is concatenated. Therefore, it takes more time to generate the schedule keys for the proposed system than to generate the schedule keys of a symmetric system as AES, FIPS 197.

The application field of this development is so broad that it includes applications such as sending encrypted images on mobile devices.

## 8. Conclusions

This research presented a novel symmetric cryptosystem that encrypts color images with a high degree of security and high quality. The cryptosystem is a 14-round substitution-permutation-network-type system. The keys of the schedule are of image size and they are constructed
using a zero constant elliptic curve. Chaos is used to calculate the curve generator and a $256 \times 256$ box. An algorithm was proposed to generated permutations, and we define a scheme of communication that needs only the elliptical curve; i.e., it is simpler than the PKI scheme with two different cryptosystems. The results corresponding to entropy and correlation show a good degree of randomness of the encrypted figures and in the entropy case the results surpass those of other previous developments. On the other hand, the discrete Fourier transform results and the goodness-of-fit test proposed always indicate that the randomness null hypothesis is accepted; besides, the time to encrypt an image of 512 $\times 512$ is lower than a second. Finally, the software was developed in Java and Visual Studio.
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