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1. Introduction

This paper aims to address several crucial issues
concerned with developing an approach to performing
a dynamic real-time risk assessment at a national level
or just a district level, taking into account, first, cyber
threats and vulnerabilities as identified at the local level of
essential (key) service operators (KSO) and digital service
providers (DSP), and then relevant interdependencies
between various KSOs and DSPs. It will be shown that
at a national or a district level the cyber risk assessment
cannot, in fact, be made without taking account, whenever
necessary, of other than cyber threats, like, in particular,
extreme atmospheric conditions or possible terrorist
attacks. It will also be shown that a hierarchical approach
is needed to coordinate local, i.e., institution (service)
level risk estimates, in particular those concerning mutual
interdependencies of the essential services considered.

From now on the term “national level” refers both
to the truly national or to the district (regional) level,
concerned with a number of interacting key services and
data providers.
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Fig. 1. Architecture of the hierarchical system for predic-
tive risk assessment countrywide. CNT : center,
LEi, i ∈ S: local entities.

KSOs and DSPs, as well as any other institutions
being important for the national-level risk assessment
(NLRA) and for the dynamic national-level risk
assessment (DNLRA) will be further related to as
the local entities (LE) while the entity responsible for the
national-level risk assessment itself will be related to as
the Center (CNT) (Fig. 1).

It should be observed that there are practically

mailto:andrzej.karbowski@pw.edu.pl


598 K. Malinowski and A. Karbowski

no proposals, at least in the available published
literature (Haimes et al., 2007; Lian and Haimes, 2006;
Poolsappasit et al., 2012; Naumov and Kabanov, 2016;
Kalantarnia et al., 2009; Khan et al., 2016; Zhang
et al., 2016; López et al., 2013; Rausand, 2011; Szwed
and Skrzyński, 2014), concerning approaches to national
level risk assessment, in particular to dynamic (on-line)
assessment. According to the ENISA Analysis Report,
made available in November 2013 (ENISA, 2013),
NLRA can be performed either “through a formalized
central framework or approach . . . ” or “based on a
decentralized model where each actor prepares their
own risk assessment to be integrated by a coordinating
authority.” From this document it can be also conceived
that NLRA methodologies being considered are of an
off-line type, being either “scenario-based approaches
where actors are gathered together to consider scenarios
in the round; such scenarios describe risks as narrative
and label them by applying simple categories of likelihood
and impact (low, medium, high)” or “quantitative
approaches which apply ordinal thresholds . . . ”, or,
finally, “approaches which combine elements of all of the
above (for example, using scenarios and then qualitative
and quantitative methods).”

The term ‘likelihood’ is used in this paper to refer to
a subjective numerical representation of a belief regarding
the possibility of an event, based on the knowledge of the
threat—unlike frequentist probability, which is estimated
empirically from data (Zwikael and Smyrk, 2019). Risk
assessors do not define a likelihood function in the
statistical sense. Instead, they assign a score (or likelihood
assessment) based on available evidence, experience, and
expert judgment (NIST, 2012).

The mentioned ENISA report does not, however,
describe any approach in detail, while it contains a
recommendation that “a practical step-by-step guide on
how to perform National-Level Risk Assessments should
be developed, tested and maintained.” As far as NLRA
is concerned, it is also recommended to achieve “greater
stakeholder involvement and information sharing.”

It is important to note that the Directive (EU)
2016/1148 of 6 July 2016 (EU, 2016), concerning
measures for a high common level of security of network
and information systems across the European Union, to
be referred to as the NIS Directive, requires the national
Computer Security Incident Response Teams (CSIRTs) to
provide, in particular, “dynamic risk and incident analysis
and situational awareness.”

In view of the above, two approaches may be
adopted. The first of them would be to build an
aggregated model of an overall national cyberspace,
encompassing all relevant entities and taking into account
their mutual dependencies, in order to perform a dynamic
national level risk assessment (DNLRA). This approach,
based, for example, on introducing aggregated states

representing various services at various situations and
their interdependencies, and leading to a Markovian
model (Karbowski et al., 2019), must hinge upon the
Center being able to estimate the required aggregated
probabilities, in general the aggregated risk factors,
concerned with possible mutual interactions of the various
institutions. This, in particular, might appear very
difficult, if not impossible, at the Center level, where
not sufficient experience and/or data related to the risks
encountered, or anticipated, at the level of the local
entities might be available.

An alternate approach is to propose a decentralized
or, rather, a hierarchical dynamic scheme for real-time
DNLRA, where the local entities (LEs) would repetitively
prepare their own assessments to be then used by the
Center (e.g., a national CSIRT) to coordinate those
assessments and to evaluate the overall risks.

This paper is concerned with the latter possibility,
i.e., with the hierarchical dynamic national level risk
assessment (HDNLRA).

The first, preliminary, version of such approach
was proposed by us earlier (Malinowski and Karbowski,
2019).

The research on hierarchical methods and
coordination has a long history (Mesarović
et al., 1970; Findeisen et al., 1980; Haimes, 2016)).
Such an approach can be also successfully used to
modeling and management of modern computational
systems (Kołodziej and Xhafa, 2011).

It is important that an on-line risk assessment
should be predictive, taking into account, hopefully in
a simplified way, temporal dependencies of LEs, in
view of their local risk assessments on cyber threats
and on the services provided by other interacting LEs.
A static off-line model to calculate the resilience of
the Critical Infrastructure (understood as the ability to
“resist” the consequences of an incident), where several
(given) scenarios with their likelihoods to occur are
considered, was recently presented by König et al. (2019).
In our work we assume that the risk assessment is
to be performed on-line in a repetitive mode, say at
times tk, where k = 1, 2, . . . , and the scenarios are
not given a priori, but changed as the time goes on.
Moreover, we take into account the postulate expressed
by Settanni et al. (2017) that “organizations need to
cooperatively exchange security-relevant information to
obtain a broader knowledge on the current cyber threat
landscape and subsequently obtain new insights into their
infrastructures and timely react if necessary” (Skopik
et al., 2016), assuming that they share

• information about recent or ongoing incidents,

• information about service dependencies,

• information about the technical service status.
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For the time being it is assumed that full DNLRA
(or HDNLRA) may be performed at the beginning of
each time period [tk, tk+1] in such a fast mode that the
time required for this analysis is small compared with the
duration of this inter-analysis interval. We shall come
back to this issue later when discussing a modification to
the proposed hierarchical assessment scheme when such
an assumption cannot be made.

2. Predicted service disruption profiles and
mutually agreed predicted service
disruption profiles

Let us now identify and then elaborate upon the first of
several important factors that may contribute to shaping
the central level analysis of risks leading to an overall risk
assessment. It will be best achieved with the help of an
example infrastructure.

Consider a simple example of four key service
providers located in a given area (district):

(i) a power company (or a suite of companies) being in
charge of both local electricity generation facilities
and of power transmission and distribution grid (E),

(ii) a local railway transport company (T),

(iii) a major hospital (H),

(iv) a digital service provider in the form of a data center
(D).

Both the hospital and the data center depend upon the
electricity provided by the power company, while some
of the health services offered by the hospital depend also
upon an access to the data center. The power company,
namely, the electricity generating facility, assumed to
be coal fired, is dependent upon the railway transport,
while the transport operations depend upon the supply of
electricity.

The graph of services and connections between them
is presented in Fig. 2.

Now assume that each local entity (LE) has its own
information system that may be vulnerable and subject to
various cyber threats, leading, possibly, to deterioration or
even total disruption of a particular service provided by
this entity to its clients and, also, to the other entities. For
example, corruption of the SCADA system controlling
power generation and/or power distribution may lead to
power outages in townships and rural communities in the
area served by the power company and, in particular,
to breaks in power supply to the hospital, the transport
company and to the data center.

Consider now the hospital and assume that the
management there is concerned with both its own cyber
related threats and with possible future breaks in the
energy supply. Assume that at a given time the risk

Fig. 2. Graph of services from the example. E: power company,
T: transport company, H: hospital, D: data center.

assessment concerning future deterioration or disruption
of health services as provided by the hospital involves
a defined time period, say, time interval ΘH composed
of a number of, let us say PH , sub-intervals ΘH

p , where
p = 0, 1, . . . , PH−1; i.e., ΘH = ΘH

0 ∪ΘH
1 ∪· · ·∪ΘH

PH−1.
The current time, at which the risk assessment is to be
performed, say, time tk, is formally associated with the
beginning of the sub-interval ΘH

0 . The predicted service
disruption profile (PSDP) of the hospital services may
then be defined as

DA,H = (DA,H(p); p = 0, . . . , PH − 1), (1)

where DA,H(p) represents information concerning the
predicted status related to the availability of the hospital
services during time sub-intervalΘH

p . In the simplest case
this information might be expressed by a single number
related to the predicted likelihood of stopping the hospital
services during sub-interval ΘH

p ; this number might be
normalized to interval [0,1] or expressed in some other
scale, for example, as DA,H(p) ∈ {0, 1, . . . , 10}, i.e.,
in a scale related to a risk assessment technique used at
the LE level. DA,H(p) can, in a more elaborate case, be
defined as a set of numbers representing, for example, a
probability distribution of failure during sub-interval ΘH

p

as well as some measure related to possible degree of
failure.

The predicted service disruption profile (PSDP) of
the hospital can be defined by choosing the number and
the lengths of subintervals of which ΘH is composed
as well as the way in which DA,H(p) is expressed, as
is considered proper for the risk assessment performed
at the Center and related to possible disruptions or even
a full break down of health services provided by the
hospital. Yet, since it was assumed that the state of the
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services offered by the hospital had no direct influence on
other services, the definition of DA,H is not relevant for
risk analysis and the assessment performed by operators
of the other services. Thus, DA,H may be referred to
as just the predicted disruption profile (noninteracting
or internal) of the hospital services. This profile may
be essential to estimate the level of risk associated with
possible degradation or disruption of future services.

In fact, such a profile, as considered within the sphere
of interest of a given service operator, may be defined
for each key service provider. For example, DA,E can
be introduced for the power company and be related to
its clients other than the suite of key services. Yet, in
the case of this entity all other services are dependent
upon the deliveries of electricity. Consequently, we may
now ask the question concerning a proper definition of
the PSDP of this company. It can be observed that
different representations of such a profile or profiles might
be relevant for the concerned dependent entities. For
example, a failure to deliver electricity to the railway
system (transport company) will have immediate result in
breaking this system operation. On the other hand, both
the hospital and the data center might not be concerned
too much about an immediate failure of electricity power
delivery, due to available power backup facilities. Instead,
the operators of those services might be much more
troubled by the contingency of a long term and lasting
disruption of power supply since their backup facilities
may not be able to satisfy full requirements for power over
the prolonged periods. Generation of electricity within
a power company may depend upon only a long-term
breakdown of the railway transport, say, on a breakdown
lasting more than a day or two days. This leads us to
define, when required, for a given pair of services, of
which the first is the provider and the second is the user,
the mutually agreed predicted service disruption profile
(MAPSDP). In the case of the pair consisting of the
electricity company (E) and the transport company (T)
the related MAPSDP can then be defined in a similar
way as the PSDP in Eqn. (1), yet being specialized
for this particular pair of services, on the agreed interval
ΘET = ΘET

0 ∪ΘET
1 ∪ · · · ∪ΘET

PET−1:

DA,ET = (DA,ET (p); p = 0, . . . , PET − 1), (2)

where DA,ET (p) represents information concerning the
predicted availability of electricity supply for railway
operations during time sub-interval ΘET

p . For example,
the length of ΘET

0 could be 5 minutes, the length of
ΘET

1 could be 11 hours and 55 minutes, and, finally, the
length of ΘET

2 could be 60 hours (PET = 3). In the
simplest case DA,ET (p) ∈ {0, 1}, where DA,ET (p) =
0 means that the service is provided within ΘET

p and
DA,ET (p) = 1 means that the electricity supply is
disrupted. Otherwise, DA,ET (p) ∈ [0, 1] can represent

the likelihood of a possible breakup of electricity supply
to the railway network within the subinterval ΘET

p .
Alternatively, DA,ET (p) ∈ {0, 1, . . . , 10} can represent
the magnitude of the perceived future possible disruption
(disruptions) on yet another scale.

Now, as far as the pair consisting of the electricity
company (E) and the data center (D) is considered,
the MAPSDP, defined accordingly to the needs of both
entities on the interval ΘED = ΘED

0 ∪ ΘED
1 ∪ · · · ∪

ΘED
PED−1, will be

DA,ED = (DA,ED(p); p = 0, . . . , PED − 1) (3)

with information DA,ED(p) related to the availability of
power supply for the data center over subinterval ΘED

p .
For example, the sub-intervals could be ΘED

0 , 12 hours
in length, and ΘED

1 , 60 hours in length (PED = 2). Let
again DA,ED(p) ∈ {0, 1}, where 0 denotes the service
being available and 1 means that the service is disrupted,
or DA,ED(p) ∈ [0, 1] representing the likelihood of the
electricity delivery to the data center being disrupted. It is
also possible for profile DA,ED to be identical to DA,E ,
i.e., the mutually agreed predicted service disruption
profile for the pair E–D may be the same as the internal
predicted service disruption profile.

It should be noted that both the number and the
lengths of time sub-periods ΘET

p and ΘED
p as well

as the setup of information sets/vectors DA,ET (p) and
DA,ED(p) can vary according to changing circumstances.
For example, in the case of the pair E–T the first time
subinterval ΘET

0 could be assumed to be equal to five,
ten or fifteen minutes, with DA,ET (0) representing the
likelihood of a failure of the power supply during this
period. At the same time the first subinterval ΘED

0 may
be set as equal to three up to twelve hours with DA,ED(0)
containing a vector of numbers describing the predicted
likelihood or the probability distribution of a breakdown
of electricity supply over this subinterval.

3. Cyber threat related risk assessment
versus global risk assessment

At this point another important issue has to be discussed.
So far we have been concerned with the cyber related risk
assessment; i.e., the primary sources of possible losses
and disruptions of service availability (in the case of the
DSP, like a data center, also confidentiality and integrity
of data) were assumed to be threats to network and
information security, that is to be the cyber related threats.
However, let us assume now, referring to our example, that
at a given time the power company operator calculates
the MAPSDP (for the pair P–T, i.e., power company
(supplier)–transport company (user)) while, for example,
the estimated likelihood of a failure of power supply to the
local railway network due to a possible cyber attack on the
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power company SCADA system within next twelve hours
(ΘET

1 ) is, say, equal to 0.1 (or 1 on a one-to-ten scale),
i.e., it is very small. However, at the same time the actual
very extreme weather conditions may result in a power
supply breakdown during ΘET

1 with the likelihood equal
to 0.8 (or 8, i.e., high) on the same scale. Now, what
information should be sent then to the railway network
operator? It would seem rather strange to inform her/him
that the likelihood of a power supply failure during ΘET

1

is very small, as induced by the cyber threats only, while
actually it is high due to other reasons.

The above dilemma can be solved by introducing and
using simultaneously, for each pair of the related entities,
two mutually agreed predicted service disruption profiles:
the first MAPSDPcyber (or just MAPSDP) related only to
cyber induced threats and ignoring risks related to other
threats and the second MAPSDPglobal concerned with the
general dynamic risk assessment involving all identifiable
threats.

It may still be possible for a given entity to
concentrate only on its internal cyber threats while
taking into account both versions of MAPSDPs,
i.e., MAPSDPcyber (MAPSDP) and MAPSDPglobal, as
provided by operators of those services on which this
entity is dependent upon.

4. General approach to hierarchical
dynamic national level risk assessment
(HDNLRA): Iterated mutually agreed
predicted service disruption profiles

Assume now that the current risk analysis, done at the
Center level at time tk, is concerned mainly with an
assembly of service predicted disruption profiles for their
clients, like, for example, DA,H(p) p = 1, . . . , PH −
1, representing information concerning the predicted
status related to the availability of the future hospital
services, and with the MAPSDPs related to all relevant
service pairs, structured as service s (provider)—service
g (user), involving future time intervals Θsg, each of
them composed of a number of subintervals Θsg

p , where
p = 0, 1, . . . , P sg − 1; i.e.,

Θsg = Θsg
0 ∪Θsg

1 ∪ · · · ∪Θsg
P sg−1.

Let the information concerning the predicted
possible disruption or degradation of service s affecting
service g in terms of confidentiality (C), integrity (I) and
availability (A), within subinterval Θsg

p , be defined as the
triple

DCIA,sg(p) = (DC,sg(p), DI,sg(p), DA,sg(p)).

In the case when the discussed LE s is not a digital service
provider, only the availability component DA,sg(p) of
DCIA,sg(p) is relevant and may assume a nonzero value.

In the simplest case this can be a real number, i.e.,
DA,sg(p) ∈ [0, 1] or a “likelihood” level belonging to set
{1,2,. . . ,10}, and, likewise, for the remaining components
of DCIA,sg(p). The mutually agreed predicted service
disruption profile (MAPSDP) for the service pair s–g is
then defined as

DCIA,sg = (DCIA,sg(p); p = 0, . . . , P sg − 1).

The current time, at which the iterative process to be
described is to be performed, is associated with the
beginning of the sub-interval Θsg

0 .
Assume now that we allow for any risk assessment

and forecasting method to be used at the local entity
(LE) level, being possibly specialized for each service
s, provided that this method is capable of performing
the required risk assessment whilst using the internally
observed or anticipated threats and vulnerabilities as well
as the currently available MAPSDPs associated with all
pairs u–s, such that the provision of service u is relevant to
the operation of service s. The method must also be able
to produce its own “output” MAPSDP (MAPSDPcyber)
and MAPSDPglobal for all relevant pairs s–g, associated
with all services g that can be affected by disruption
or degradation of service s. Further on in this paper
we will not differentiate between MAPSDPcyber and
MAPSDPglobal, as both exclusively cyber threats related
and global MAPSDPs can be iterated in the same way.

As stated above, assume now that at a given time
we initiate the analysis that should provide an overall risk
assessment, under current conditions, over the assembly
of future time intervals Θsg , for all relevant pairs s–g
of services, as defined above. At the Center level we
may propose to adopt the iterative approach, following the
concept of the interaction prediction method (Mesarović
et al., 1970).

One may begin with a set of initial MAPSDPs, for all
pairs s–g. The initial profiles can be defined in, at least,
three ways:

(a) all set to zero levels,

(b) resulting from local static risk assessment, based
upon an audit of security protection of information
system of a given entity,

(c) resulting from the analysis performed previously.

Case (a) refers to the initial assumption by each local
entity that at the current time all relevant supporting
services are supposed to be fully available over the defined
intervals Θsg. This may be a rather optimistic assumption
as there are always at least static levels of risk always
present. In Case (b) those static risks are used to compute
the MAPSDP profiles, possibly using the procedure
described below. Actually, iterative static analysis at the
Center level may be initiated with zero MAPSDP profiles
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and then lead to computing the profiles resulting from
local static risks. Case (c) would be a typical situation
when the risk assessment is done repetitively on a periodic
basis.

4.1. Coordination. Suppose then that we define the set
of initial MAPSDP profiles, denoted as DCIA,sg,(0), for
all relevant pairs s–g. This allows us to initiate the
iterations, i.e., to start the coordination process.

At iteration i, where i = 0, 1, 2, . . ., the set of
MAPSDPs consisting of the actual profiles DCIA,sg,(i)

for all pairs s–g is to be modified as follows. Let us define
for each entity s the set of those entities on which this
entity is dependent as Us, while W s is defined as the
set of those entities that may be affected by the failure of
service s. The profiles DCIA,us,(i) for u ∈ Us are used,
together with all currently available information at the LE
level (likelihoods of cyber threats, local vulnerabilities,
observed incidents, etc.), to perform local risk analysis
and, in particular, to compute at a given s-th service
level a new value DCIA,sg,(i),new of the MAPSDP for
each pair s–g, such that g ∈ W s, i.e., to compute new
predicted (output) profiles of entity s as perceived by this
entity. After this local analysis is done by all entities
and the information about the new “output” profiles
DCIA,sg,(i),new computed by those entities is received at
the Center, a suite of new predicted profiles DCIA,sg,(i+1)

to be distributed and used for the next iteration i + 1
must be proposed by the Center. For this purpose many
coordination algorithms can be used. The simplest of
them is the direct re-injection strategy, whereby

DCIA,sg,(i+1) := DCIA,sg,(i),new (4)

for all pairs s–g. In some cases it might be better to use
the relaxation based, smoothing, algorithm for computing
DCIA,sg,(i+1) as

DCIA,sg,(i+1) := ρDCIA,sg,(i),new

+ (1− ρ)DCIA,sg,(i),
(5)

where 0 < ρ ≤ 1 is the relaxation coefficient; if ρ =
1 then (5) reduces to (4). In both the algorithms the
substitutions are made component-wise.

The iterations are terminated when convergence
is obtained with respect to all pairs, i.e., when
DCIA,sg,(i),new ≈ DCIA,sg,(i) for all pairs s–g. The
stopping criterion must be specified for each application
of the above approach. For example, assuming that
DCIA,sg,(i) is a vector of real numbers, a typical stopping
criterion would be to require that

‖DCIA,sg,(i+1) −DCIA,sg,(i),new‖ ≤ εsg,

where εsg > 0, for every pair s–g.

Other algorithms for iteration of MAPSDPs may
be proposed, in particular when more information is
received at each iteration by the Center, i.e., an additional
information on top of the value of DCIA,sg,(i),new,
for example, information regarding the sensitivity of
DCIA,sg,(i),new with respect to changes in the relevant
profiles DCIA,us,(i), where u ∈ Us. It can be expected,
however, that in most practical cases such information will
be not available and so the algorithm (4) or (5), or similar,
will have to be used.

As noted above, the iterations defined by the
coordination algorithm are performed until satisfactory
convergence is obtained. It might happen that during those
iterations, each of them taking some time, the information
available at the LE level may change due to, for example,
new incidents being observed or/and new vulnerabilities
being identified. Then the iterative process as described
above may be disturbed and the stopping criterion may be
not satisfied. Also, time intervals Θsg can be modified
between the iterations if there is a need to do so. It must
be then assumed that the above iteration process would
be in such circumstances perceived as an ongoing activity.
Properties of this process should be examined in view of
the relevant factors involved, in particular the details of
the LE level analysis procedures and the dynamics of the
changes concerned.

The MAPSDPs of key services may well represent
crucial information at the Center level and may be used,
in particular, for graphical threat presentation and for risk
assessment (analysis) performed at this level, for example
in a case when the Center can assign numerical values,
e.g., in monetary units, to compute expected losses in view
of those MAPSDPs.

An alternative, perhaps complementary, approach
would be to use local risk evaluations (like Eqn. (10)) and,
then sum them up (Eqn. (12)).

5. Example approach to risk analysis at the
LE level

To complete the picture, consider now the risk assessment
at the local entity level, leading, in particular, to the
computation of MAPSDPs, being the “outputs” of a given
entity s, while given as inputs predicted disruption profiles
of the services this entity is dependent on. It should be
stressed that the mechanism presented below is only an
example. It is inspired by the risk assessment method at
the institutional level proposed by Viduto et al. (2012). In
fact, any approach to such assessment at the local level can
be used and various entities may use different methods.
The only requirement is that all methods should, as stated
above, be compatible concerning mutually agreed time
and information details as far as the usage of related
MAPSDPs is concerned.

For the sake of simplicity assume first that we are
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concerned here only with the availability component of
the service profiles as being relevant to the functioning
of other services being dependent upon this service and
that data DA,sg(p) is just a single number describing the
likelihood of service s availability disruption as affecting
the entity g.

Let us assume that the information system of LEs
suffers from a number of vulnerabilities (weaknesses)
that can be exploited by a suite of cyber threats. The
set of these vulnerabilities is denoted by V s; v ∈ V s

when vulnerability v is present in the information system
of the entity considered. When this vulnerability is
exploited, it impacts the service provided by LE s, which
may be degraded or disrupted (service failure) within the
subinterval Θsg

p , affecting a given service g; assume that
this impact can be described by a number Isgv (p). These
impacts may be, in particular, expressed as Low, Medium
or High, with appropriate numbers attached. These
numbers may belong to interval [0,1] or be expressed on
another scale, as, e.g., Very Low (0–4 or 0), Low (5–20
or 2), Moderate (21–79 or 5), High (80–95 or 8), Very
High (96–100 or 10) as in the report by NIST (2012).
The likelihood of vulnerability v being exploited may be
described as related to possible cyber threats, where, say,
threat j may affect the entity s when j ∈ Js. With each
threat it would be then required, while using this approach
to the local risk assessment, to associate the level of the
likelihood that this threat may exploit the vulnerability
v ∈ V s, namely, LA,sg

vj , within subinterval Θsg
p .

In addition to these internal cyber threats it may
happen that services external to the entity s, on which
this entity is dependent, can be substantially degraded or
disrupted for certain time periods, as discussed above. The
set of those entities is Us, while Isgu represents an impact
of the failure of service u upon the service s affecting the
entity g. The likelihood of service s to fail within the
sub-interval Θsg

p and to affect the availability of service
g can be then defined as

LA,sg(p) =
∑

v∈V s

Isgv (p)
∑

j∈Js

Lsg
vj T

sg

j
(p)

+
∑

z∈Zsg(p)

∑

u∈Us

Isgu (p)DA,us(russg,z(p)),

(6)

where p = 0, 1, . . . , P sg−1 and the mapping r = russg,z(p)

indicates the subinterval Θus
r such that DA,us(russg,z(p)) is

relevant for the estimation of LA,sg(p). Zsg(p) is, for
given p, the set of such relevant periods associated with
pair u–s.

The threat activation function can be defined as

T sg
j (p) =

⎧
⎨

⎩

1 when threat j is present
within Θsg

p ,
0 otherwise.

(7)

It is assumed that LA,sg(p) is dependent on the
internal cyber threats associated with subinterval Θsg

p

(the first term on the right hand side of (6)), while this
likelihood may also depend upon the threat of possible
disruptions of other services related properly to the
appropriate future subintervals (the second term on the
right hand side of (6)). It is possible, of course, to
introduce a similar dependence of LA,sg(p) on earlier
internal threat occurrences.

In the simplest case, the output disruption profile
value DA,sg(p), related to service s affecting service g,
may be defined as

DA,sg(p) =

{
1 when LA,sg(p) ≥ LA,sg

thres,
0 otherwise.

(8)

for p = 0, 1, . . . , P sg − 1.
Otherwise, as it seems also very natural, DA,sg(p)

may be set as equal to LA,sg(p), assuming that LA,sg(p) ∈
[0, 1]. One may then define the MAPSDP as

DA,sg(p) = min
(
1, LA,sg(p)

)
(9)

for p = 1, . . . , PA,sg − 1. A modified definition of
DA,sg(p) may be appropriate when the service provider s
becomes capable, as it should be expected, of restoring the
service to normal or simply an acceptable level after some
known recovery period. For example, assume that for a
given p, DA,sg(p) = 1, then DA,sg (l) = 0 for l ≥ p+μs,
even if LA,sg (p+ μs) ≥ LA,sg

thres.
Similar formulas can be used to define and evaluate

“internal” predicted service disruption profiles like given
by (1) in the case of the hospital services.

Risk evaluation at the local level can be related both
to the possibility of service s entering the failure mode
and to the individual impacts of the local vulnerabilities
exploited on the performance of the information system
of this entity. The risk formulas may be proposed, for
example, as follows:

Rs(p) = Ĩss DA,s(p) +
∑

g∈W s

Ĩsgs DA,sg(p), (10)

where Ĩss denotes the internal (perceived internally)
impact of possible failure of service s and Ĩsgs denotes
the impact of the failure of service s on the g-th service
operator. Remember that W s is defined as the set of those
entities that may be affected by the failure of service s.

It should be noted that the computation of the second
term in (10), i.e., the external consequences of the failure
of service s on other entities, that is,

∑

g∈W s

Ĩsgs DA,sg(p), (11)

may be transferred to the Center or to the concerned
entities themselves; this would be in fact necessary in the
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case when the s -th LE is not able to determine the values
of impact factors Ĩsgs for g ∈ W s.

It can be observed immediately that we need to
know the disruption profiles of services affecting LE s to
compute LA,sg(p) (Eqn. (6)) and the disruption functions
of services depending upon this service to compute Rs(p)
(Eqn. (10)), for p = 0, 1, . . . , P s − 1, and DA,sg(p) may
be computed (Eqns. (8) or (9)) only after LA,sg(p) is
known. Therefore, for computing LA,sg(p) from (6), and,
when needed, Rs(p) from (10), at iteration i of the center
level coordination step one should use DA,us,(I), while
DA,sg(p) computed then from Eqn. (8) or from Eqn. (9)
becomes a component of DA,(i),new .

5.1. Data services providers. Consider now the s-th
LE to be data services provider. Then the likelihood of
failure, as defined by (6), can be a vector with components
related to confidentiality LC,sg(p), integrity LI,sg(p) and
availability LA,sg(p). The disruption profile has then
components DC,sg(p), DI,sg(p) and DA,sg(p). In such
a case impact factors Isgv and Isgu will be, respectively,
vectors and matrices.

6. Coordination

After CNT considers the coordination terminated, it may
then compute the required risk estimates at this level, in
particular using the formulas

R(p) =
∑

s∈S

Rs(p), (12)

where Rs (t) is computed at the local level from Eqn. (10)
or both at the local and the central level (Eqns. (10) and
(11)) and S is the set of the entities (services) considered.

The convergence of the coordination process should
be examined. The best known sufficient condition to
assure it is the absolute weighted dominance of the main
diagonal in the Jacobian matrix resulting from the set of
equations (6) for p = 0, 1, . . . , P sg − 1 (Frommer, 1991).
It may be also useful to provide a choice of a proper value
of the relaxation coefficient ρ when using the algorithm
(5) or for choosing, if possible, an even more efficient
coordination strategy (Bertsekas and Tsitsiklis, 1989).

6.1. Coordination under changing local estimates
of local factors. Now consider the situation, which
may happen to be more realistic, when some of the
actual factors are updated, when appropriate, at the local
level, at subsequent iterations of the coordination routine.
This concerns parameters such as vulnerabilities, threats,
likelihoods Lsg

vj and impact values as well as time delays
used in the local risk analyses. Then this routine becomes
an ongoing process, providing for continuously adjusting
the dynamical risk assessment at the Center level. It

would be of interest to study the dependence of such
an assessment on both the convergence characteristics of
the coordinating strategy and on the dynamics of on-line
changes in the multiple data used. Assuming, from
the point of view of the convergence analysis, that the
evolution of parameter values over time can be modeled as
sequences of random quantities, the coordination process
can be then viewed as a stochastic approximation process.

Remark 1. The likelihood of the s-th service failure
affecting service g, as given by (6), may be bounded from
above in order to make that indicator better aligned and
therefore easier to compare with those of other entities. In
this case (6) can be modified as follows:

LA,sg(p)

= max

[
LA,sg
max (p),

∑

v∈V s

Isgv (p)
∑

j∈Js

Lsg
vj T

sg

j
(p)

+
∑

z∈Zsg(p)

∑

u∈Us

Isgu (p)DA,us
(
russg,z(p)

) ]
. (13)

Remark 2. The above hierarchical approach to perform
risk assessment can be extended to the case when the
Center may recommend specified risk mitigation actions,
especially when the global resources required for such
actions are limited and have to be allocated in the most
efficient way.

7. Example of a four-entity system

To better illustrate the ideas introduced above and the
coordination strategies, let us come back to the previously
introduced four-entity system consisting of the power
company (E), the transport company (T), the hospital (H)
and the data center (D) (see Fig. 2). Assume that in
the case of each entity s and each relevant pair of the
entities s–g we consider the predicted disruption profile
components concerned with service availability DA,s(p)
and DA,sg(p), for every possible value of p, as defined in
(9), where

DA,sg(p) = min
(
1, LA,sg(p)

)
(14)

for p = 1, . . . , PA,sg − 1 and DA,sg(p) ∈ [0, 1].
In all cases of the example entities considered it is

assumed that the formulas given by (6) are used together
with (14) to compute the predicted service disruption
profiles, while the first term in (6), related to internally
assessed threats, is represented by a given number. The
process of risk analysis at the local level is not detailed.

Now let us start with the electricity company (E) and
assume the following timing and formulas defining the
relevant profiles, assuming that we differentiate between
the case with cyber related threats only (CT) and the case
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where we consider global threats, in particular related to
cyber and weather issues (GT):

DA,ET (p), p = 0, 1, 2;

ΘET = [0, 5 min] ∪ [5 min, 12 h] ∪ [12 h, 72 h] ,

LA,ET (0) = 0.02 (CT ),

LA,ET (1) = 0.1 (CT ),

LA,ET (2) = 0.07 + 0.2 ·DA,TE
(
0 = rTE

ET,1(2)
)

+0.5 · DA,TE
(
1 = rTE

ET,2(2)
)

(CT ),

and
LA,ET
global(0) = 0.1 (GT ),

LA,ET
global(1) = 0.5 (GT ),

LA,ET
global(2) = 0.3 + 0.2 ·DA,TE

global

(
0 = rTE

ET,1(2)
)

+0.4 ·DA,TE
global

(
1 = rTE

ET,2(2)
)

(GT );

DA,ED(p), p = 0, 1;

ΘED = [0, 12 h] ∪ [12 h, 72 h] ,

LA,ED(0) = 0.05 (CT ),

LA,ED(1) = 0.03 + 0.2 ·DA,TE
(
0 = rTE

ED,1(1)
)

+0.4 ·DA,TE
(
1 = rTE

ED,2(1)
)

(CT ),

and
LA,ED
global(0) = 0.5 (GT ),

LA,ED
global(1) = 0.2 + 0.1 ·DA,TE

global

(
0 = rTE

ED,1(1)
)

+0.4 ·DA,TE
global

(
1 = rTE

ED,2(1)
)

(GT );

DA,EH(p), p = 0, 1, 2;

ΘEH = [0, 3 h] ∪ [3 h, 12 h] ∪ [12 h, 72 h] ,

LA,EH(0) = 0.1 (CT ),

LA,EH(1) = 0.15 (CT ),

LA,EH(2) = 0.12+0.3·DA,TE
(
1 = rTE

EH,1(2)
)

(CT ),

and
LA,EH
global (0) = 0.5 (GT ),

LA,EH
global (1) = 0.8 (GT ),

LA,EH
global (2) = 0.3+ 0.6 ·DA,TE

global

(
1 = rTE

EH,1(2)
)

(GT );

DA,E(p), p = 0, 1, 2;

ΘE = [0, 3 h] ∪ [3 h, 12 h] ∪ [12 h, 72 h] ,

DA,E(p) = DA,ET (p), p = 0, 1, 2;

i.e., the internal profile DA,E = DA,ET and ΘE = ΘET .
Then define relevant likelihood and disruption profiles of
the other services.

For the transport company (T) they are as follows:

DA,TE(p), p = 0, 1;

ΘTE = [0, 24 h] ∪ [24 h, 72 h] ,

LA,TE(0) = 0.05 + 0.2 ·DA,ET
(
0 = rET

TE,1(0)
)

+0.1 ·DA,DT
(
1 = rDT

TE,1(0)
)

+0.4 ·DA,ET
(
1 = rET

TE,2(0)
)

(CT ),

LA,TE(1) = 0.08+0.7 ·DA,ET
(
2 = rET

TE,1(1)
)

(CT ),

and

LA,TE
global(0) = 0.4 + 0.2 ·DA,ET

global

(
0 = rET

TE,1(0)
)

+0.1 ·DA,DT
global

(
1 = rDT

TE,1(0)
)

+0.4 ·DA,ET
global

(
1 = rET

TE,2(0)
)

(GT ),

LA,TE
global(1) = 0.6 + 0.2 ·DA,ET

global

(
2 = rET

TE,1(1)
)

(GT ),

DA,T (p), p = 0, 1;

ΘT = [0, 24 h] ∪ [24 h, 72 h]

and DA,T = DA,TE .
The likelihoods and profiles of data center (D) are

specified as

DA,DH(p), p = 0, 1, 2;

ΘDH = [0, 3 h] ∪ [3 h, 12 h] ∪ [12 h, 72 h] ,

LA,DH(0) = 0.1 (CT ),

LA,DH(1) = 0.7+0.1 ·DA,ED
(
0 = rED

DH,1(1)
)

(CT ),

LA,DH(2) = 0.7+0.3 ·DA,ED
(
1 = rED

DH,1(2)
)

(CT ),

and
LA,DH
global (0) = 0.2 (GT ),

LA,DH
global (1) = 0.1+0.2 ·DA,ED

global

(
0 = rED

DH,1(1)
)

(GT ),

LA,DH
global (2) = 0.1+0.4 ·DA,ED

global

(
1 = rED

DH,1(2)
)
; (GT ),

DA,DT = DA,DH , DA,D = DA,DH ;

Finally, for the hospital (H) we define the likelihoods
and disruption profile as

DA,H(p), p = 0, 1, 2;

ΘH = [0, 3 h] ∪ [3 h , 12 h] ∪ [12 h, 72 h] ,

LA,H(0) = 0.15 + 0.2 ·DA,EH
(
0 = rEH

H,1(0)
)



606 K. Malinowski and A. Karbowski

+0.15 ·DA,DH
(
0 = rDH

H,1 (0)
)

(CT ),

LA,H(1) = 0.15 + 0.2 ·DA,EH
(
1 = rEH

H,1(1)
)

+0.2 ·DA,DH
(
1 = rDH

H,1 (1)
)

(CT ),

LA,H(2) = 0.2 + 0.6 ·DA,EH
(
2 = rEH

H,1 (2)
)

(CT ),

and

LA,H
global(0) = 0.4 + 0.05 ·DA,EH

global

(
0 = rEH

H,1 (0)
)

+0.3 ·DA,DH
global

(
0 = rDH

H,1 (0)
)

(GT ),

LA,H
global(1) = 0.3 + 0.3 ·DA,EH

global

(
1 = rEH

H,1 (1)
)

+0.1 ·DA,DH
global

(
1 = rDH

H,1 (1)
)

(GT ),

LA,H
global(2) = 0.2 + 0.5 ·DA,EH

global

(
2 = rEH

H,1 (2)
)

(GT ).

It can be seen that both the number of time periods
and their duration vary between different profiles, while
it is assumed that the overall time horizon is equal to 72
hours.

The objective now is to demonstrate the coordination
process at the central level, for both cyber threats related
analysis (CT) and the analysis where we consider other
threats, in particular related to cyber and weather issues
(GT), while using the coordination strategy (5) with
various relaxation coefficients.

The results of computations when the direct
re-injection strategy (4) (ρ = 1 in algorithm (5)) was used
are presented in Figs. 3–8. For the termination condition
εsg = 10−6, sg ∈ {ET,ED,EH, TE,DH,DT } we
needed 24 iterations to obtain the convergence in the case
of cyber disruption profiles and 14 iterations in the case of
global ones.

It can be observed that, as it was described in
Section 2, the rise of the likelihood of failure in the
delivery of electricity (e.g., caused by weather conditions)
results in immediate jumps of the likelihoods of failure of
the railway system (that is transport company) and in few
hours we can see the same effect for the data center and the
hospital. Since the disruption of power supply prolongs
over next days, both global and cyber threats remain on
higher levels for all services.

The results of computations of the DA,TE profile
(for other profiles we observed the same effects) when
the relaxation strategy was used are presented in Fig. 9.
We used ρ = 0.5 in the algorithm (5). It can
be seen that the result is the same as in the case
of the re-injection strategy, but the changes between
iterations are smoother. Unfortunately, in this case for
the same termination condition εsg = 10−6, sg ∈
{ET,ED,EH, TE,DH,DT } the calculations took
more time: to obtain the convergence in the case of cyber
disruption profiles 50 iterations were needed and in the
case of global profiles 34 iterations were required.
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Fig. 3. Predicted disruption profiles between the power plant
(E) and the transport company (T) as well as for the
power company itself when the direct re-injection strat-
egy was used.
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Fig. 4. Predicted disruption profiles between the power plant
(E) and the data center (D) when the direct re-injection
strategy was used.
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Fig. 5. Predicted disruption profiles between the power plant
(E) and the hospital (H) when the direct re-injection
strategy was used.
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Fig. 6. Predicted disruption profiles between the transport com-
pany (T) and the power plant (E) as well as for the trans-
port company itself when the direct re-injection strategy
was used.
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Fig. 7. Predicted disruption profiles between the data center (D)
and both the hospital (H) and the transport company (T)
as well as and for the data center itself when the direct
re-injection strategy was used.

8. Conclusions

We proposed a hierarchical on-line scheme for
national-level risk assessments, where local entities
repetitively prepare their own assessments used by the
Center (national CSIRT) to coordinate those assessments
and to evaluate the overall risks. Our on-line risk
assessment algorithm is predictive, taking into account
temporal dependencies of local entities on cyber threats
and services provided by other local entities. The above
hierarchical approach to perform the risk assessment can
be extended to the case when the Center may recommend
specified risk mitigation actions, especially when the
global resources required for such actions are limited and
have to be allocated in the most efficient way.
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Fig. 8. Predicted disruption profiles of the services delivered by
the hospital (H) when the direct re-injection strategy was
used.
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Fig. 9. Predicted disruption profiles between the transport com-
pany (T) and the power plant (E) as well as for the trans-
port company itself when the relaxation algorithm with
ρ = 0.5 was used.

The proposed approach to the risk analysis at the
central (national or district) level requires investigation of
several aspects. The main task would be to develop a real
life case study (studies) involving a number of operators of
existing key services, possessing and using their own risk
analysis tools, and then to find and examine a procedure
for defining relevant predicted service disruption profiles,
and, finally, to try various coordination strategies.

Another important aspect, mentioned only in this
paper, is to consider time variability of local analyses,
especially when the changes in local risk factors (threats,
vulnerability impacts, etc.) occur during the coordination
of PSDPs and MAPSDPs.
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