
Int. J. Appl. Math. Comput. Sci., 2020, Vol. 30, No. 3, 463–473
DOI: 10.34768/amcs-2020-0034

RECOGNITION OF SPECIES AND GENERA OF BACTERIA BY MEANS OF
THE PRODUCT OF WEIGHTS OF THE CLASSIFIERS

ANNA PLICHTA a

aDepartment of Computer Science
Cracow University of Technology

Warszawska 24, 31-155 Cracow, Poland
e-mail: aplichta@pk.edu.pl

In microbiology, computer methods are applied in the analysis and recognition of laboratory-acquired microscopic images
concerning, for example, bacterial cells or other microorganisms. Proper recognition of the species and genera of bacteria is
a key stage in the microbiological diagnostics process, because it allows a quick start of the appropriate therapy. The original
method proposed in the paper concerns the automatic recognition of selected species and genera of bacteria presented in
digital images. The classification was made on the basis of the analysis of the physical characteristics of bacterial cells
using the product of classifier confidence weights. The end result of the classification process is the classification list,
sorted in descending order according to the weights of the classifiers. In addition to the correct classification, a list of other
possible results of the analysis is obtained. The method thus allows not only the classification, but also an analysis of the
confidence level of the selection made. The proposed method can be used to recognize not only bacterial cells, but also other
microorganisms, for example, fungi that exhibit similar morphological characteristics. In addition, the use of the method
does not require the application of specialized computer equipment, which widens the scope of applications regardless of
the laboratory IT infrastructure, not only in microbiological diagnostics, but also in other diagnostic laboratories.
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1. Introduction

Application of computer science in medical and
microbiological sciences covers various research areas
such as imaging methods dedicated to specific disorders,
systems supporting the processing and analysis of the
acquired data, medical software, systems supporting
diagnostics, and medical data repositories. In the
case of microbiology, computer methods are used
in the analysis and recognition of laboratory-acquired
microscopic organisms including, for example, bacterial
cells or other microorganisms (Tadeusiewicz and Wajs,
1999).

Proper recognition of species and genera of bacteria
is often carried out manually using specialized equipment
and diagnostic tests. It requires participation of an
experienced expert in the field of microbiology and is a
time-consuming and costly process. At the same time, the
correct and quick diagnosis is considered to be a key stage
in the microbiological diagnosis process and undertaking
appropriate therapy. Moreover, due to the lack of a digital

data repository, the procedure of obtaining samples for
analysis and the recognition process itself must be often
repeated (Bulanda and Brzychczy-Włoch, 2015; Murray
et al., 2015).

The proposed classification method pertains to
selected twenty species and genera of bacteria presented
in digital images being part of DIBaS DB (Digital
Image of Bacterial Species Database) resources. The
database is available on the website http://miszt
al.edu.pl/software/databases/dibas. The
classification was made on the basis of the analysis of 7
physical characteristics of bacterial cells by means of the
product of weights of classifiers. The end result of the
classification is the classification list, sorted in descending
order according to the weights of the classifiers. In
addition to the correct classification, one is also provided
with a list of other possible outcomes of the analyzed
images of bacteria. Thus, this method allows not only
the classification of samples, but also the analysis of the
confidence level of the selection made. The results of the
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conducted tests confirm the effectiveness of the proposed
classification method.

2. Computer methods for recognition of
bacterial cells

Computer methods used to classifying bacteria are often
based on artificial intelligence, statistical methods or other
solutions aimed at automating the process of analyzing
and classifying the obtained data. The most commonly
used systems are dedicated to identifying one species and
genera of bacteria, for example, bacteria of tuberculosis
or a group of microorganisms, including bacteria with
similar shapes or other microbiological characteristics
(Blackburn et al., 1998; Perner, 2001; Trattner et al.,
2004).

There are also computer methods integrated with a
specialized microscope or other research equipment being
a component of the entire diagnostic system. This allows
the recognition of various microorganisms, but hardware
and financial limitations (the type of microscope, the
need to use high-quality preparations) may limit wide
application of such systems. One way to identify
bacteria is to recognize them on the basis of geometric
the features, such as the shape or the ratio of the
length to the cell width. In addition, because the
shape is not a distinguishing feature (due to the same
morphology shared by different types and species of
bacteria), the color of bacterial cells obtained during their
biochemical staining is also taken into account (Hiremath
and Bannigidad, 2009). In some other approaches,
pre-segmented images obtained from the scanner and
various methods of extraction of features (cell size and
shape) are used, on the basis of which the classification of
bacteria is performed, for example, by means of a decision
tree leading to the appropriate morphotype (Liu et al.,
2001; Bruyne et al., 2011). Other methods of bacterial
identification are based on the analysis of bacterial colony
patterns (cluster of bacterial cells resulting from divisions
of individual cells). This type of analysis uses, among
others, Fisher’s vectors, random forest algorithms, or
support vector machines (SVMs) (Cortes and Vapnik,
1995; Holmberg et al., 1998; Ates and Gerek, 2009;
Sommer and Gerlich, 2013).

A new approach to recognizing bacteria or other
medical images (e.g., X-rays, ultrasound pictures) are
methods in which a texture model is used to analyze
and classify images. The texture represents such image
properties as the orientation direction of the pattern or
porosity. As a result, it is possible to determine areas in
the given image that meet specific conditions, and thus
to classify the samples to a given type of texture based
on the observation of certain small patterns and their
regular deployment. For the mathematical description

of the texture, parameters based on the properties of
the digital image are calculated, for example, using
statistical methods or signal processing techniques. The
numeric representation of the texture property is used
later for further analysis and classification. The use of
this approach to the analysis and classification of selected
types and species of bacteria is justified by the fact that
different types and species of bacteria reproduce in a
specific way. They form clusters of a characteristic shape,
which can be treated as a texture. The proposed methods
for the analysis and classification of such defined samples
make use of, among others, Fisher’s vectors, SVMs, and
deep neural networks (Krizhevsky et al., 2012; Simonyan
and Zisserman, 2014; Cimpoi et al., 2016; Zieliński et al.,
2017).

An innovative group of effective methods for
identifying bacteria are techniques that use sensors, i.e.,
devices dedicated to acquiring and processing chemical
data describing bacterial cells. New solutions applied
in diagnosing bacteria are so-called artificial noses or
sensors based on gas identification. The need to prepare
an appropriate database for device learning and the
ability to detect only ten different chemicals in one
sample limits the use of the artificial nose, although
these types of commercial devices are used to identify
bacteria in diabetic foot infections such as Escherichia
coli, Pseudomonas aeruginosa and Staphylococcus au-
reus, which makes it possible to quickly take an effective
therapy (Hasman et al., 2013; Abdullah et al., 2014;
Arabestani et al., 2014; Green et al., 2014). As for
the other, more frequently used methods, one should
mention optical techniques based on the use of light as
an information carrier. Fluorescence or spectroscopy
techniques, however, are expensive, as they require the
preparation of high quality samples and an appropriate
database of emission spectra of all identified bacteria
and a long analysis time (Alvarez-Ordonez et al., 2011;
Suchwałko et al., 2013; 2014; Kusic et al., 2014; Kim et
al., 2015).

Most methods are used to recognize a few selected
species and genera of bacteria; sometimes it is restricted
to just one species, e.g., tuberculosis. Besides, in
many cases, the operation of algorithms for bacterial
classification is based on morphological characteristics
of their cells combined with a certain classification
method. This makes them useless in recognizing
polymorphic bacterial cells, i.e., those that can exhibit
different shapes within the same species, for example, the
dominating shape is round, but the bacterium may also
have oblong or other shape. Limited possibilities of using
computer methods supporting microbiological diagnostics
also result from the need to use specialized equipment,
both computer and diagnostic.
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3. DIBaS DB database

The DIBaS DB database was created for the needs of
the conducted research thanks to the cooperation with the
Department of Microbiology of the Collegium Medicum
of Jagiellonian University in Cracow. The images
included in the repository were made by microbiology
specialists (employees of the Chair of Microbiology
at Jagiellonian University in Cracow) on the basis
of properly prepared microbiological preparations for
microscopic and biochemical analysis. Thanks to these
analyzes, it is possible to classify the examined bacterial
cells by an expert in the laboratory. The proposed method
requires an input database of samples that are already
classified by an expert in order to calculate confidence
levels of the classifiers used in the method. The
database also includes standard samples obtained from
the American collection of the American Type Culture
Collection (ATTC) bank reference strains, which are used
for comparative analysis facilitating correct classification
in laboratory diagnostics. These samples were included in
other sample sets pertaining to each species and genera of
bacteria. In this research, minimum 20 images for each of
the 20 different bacteria species and genera were used. In
the training during the classification process half of them
were used.

Images of several samples of all species and genera
of bacteria taken from the DIBaS DB database and used
for the classification are presented in Fig.1.

4. Proposed method for classification

The proposed method of automatic recognition of the
selected species and genera of bacteria is based on the
classification using the product of weights of classifiers.
It uses appropriately implemented classifiers to extract
characteristics of bacterial cells, on the basis of which
the classification of analyzed samples is performed. In
addition, the described method broadens the classification
possibilities by analyzing the error made when choosing a
decision path and its modification.

The applied classifiers have been developed and
implemented specifically for the analysis of samples and
are based on physical characteristics of bacterial cells such
as the color, the shape, the size of a single cell, the number
of clusters formed, the cluster shape, the density and the
distribution of cells in the image. These features were
selected after consultation with microbiologists.

The method uses 7 classifiers based on physical
characteristics of bacterial cells. Within each classifier,
the analyzed bacterial cells have been divided into
categories defined by the author for the purposes of
conducted experiments:

• the colour classifier: purple for Gram-positive (G+)
and pink for Gram-negative (G-),

• the classifier of the shape of a single bacterial cell:
round, rod-shaped, stick, club, donut and boat,

• the size classifier: large and small,

• the classifier of the number of clusters formed: single
cells, diplococci, tetrads, larger,

• the cluster shape classifier: parquet, snake and
others,

• the density classifier: rare, dense, very dense,

• the classifier of the distribution of cells in the image:
evenly, unevenly, very unevenly.

Classification is based on the product of weights of
classifiers and consists in estimating the probability that a
given bacterial sample may belong to each of the analyzed
species and genera of bacteria based on the analysis of all
the above-mentioned features. In the proposed method,
classifiers are used in order from the classifier with the
highest confidence level to the classifier with the lowest
level of confidence.

4.1. Product of weights of classifiers. In the
classification of selected species and genera of bacteria
according to the product of weights of classifiers,
each classifier has a confidence level that can be used
as a weight in the assessment of the correctness of
classification. The confidence level is a real value in range
[0, 1] calculated for each classifier before the analysis.

The algorithm for calculating the product of the
weights of classifiers is as follows:

1. Create the list of classifiers K1,K2,K3, . . . ,Kn.

2. Create the list of species and genera of bacteria
B1, B2, B3, . . . , Bm.

3. For each i ∈ [1, n]:

(a) Classify the sample with classifier Ki.

(b) For each j ∈ [1,m]:

i. If the classification by classifier Ki is the
same as the expected classification Bj ,
assign the weight wi,j = Cli,j , where
Cli,j stands for classifier Ki indicating the
confidence level for the specific species
and genera Bj .

ii. Otherwise, assign the weight wi,j = 1 −
Cli,j .

4. For each i ∈ [1,m] calculate the product of weights
of classifiers Wi =

∏
j wi,j .

In the proposed algorithm we can define:

• Ki, i ∈ [1, n] as classifiers,
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Fig. 1. Sample images of the analyzed genera and bacterial species.

• Bj , j ∈ [1,m] as species and genera of bacteria,

• Xi as classification of a sample made by classifier
Ki.

Note that Xi is independent of species and genera of
bacteria of the analyzed sample as classifier Ki does not
know the species and genera of bacteria of the analyzed
sample.

The confidence level is calculated before the analysis
based on the samples for which the correct classification
is known. By comparing the correct classification with
the actual classification of the classifier, we can assess
the correctness of classification. The confidence level is
represented as the ratio

Cli,j =
N good

i,j

Nj
, (1)

where N good
i,j is the number of test samples for this species

and bacterium correctly classified using this classifier and
Nj is the total number of test samples for this species and
genus of bacteria.

The weight of a single classifier for a single species
and genus of bacteria is calculated as

Wi,j =

{
Cli,j , Xi = Gi,j ,

1− Cli,j , Xi �= Gi,j ,
(2)

where Gi,j is the correct classification for classifier Ki

for a given species and genus of bacteria Bj determined
by the expert analyzing the bacteria samples.

Then, the weight determining the classification for a
single species and genus of bacteria is

Wj =
∏

i

Wi,j . (3)

The weights after sorting from the largest to the
smallest are a classification list, starting with the one that
gives the best results to the worst performing one. The
product of the weights of classifiers calculated in this
way promotes correct classifications, without abandoning
classifying in the case of the error for classifiers with a
lower confidence level. The scheme of the classification
by means of the product of weights of classifiers is
presented in Fig. 2.

4.2. Classification scheme. The proposed
classification method allows one to correctly classify
samples even in the case when one of the classifiers
makes a mistake, which would not be possible in the
case of a decision tree. An additional advantage of
the implemented methods above the decision tree is the
classification list sorted in the descending order of priority
from the highest weight to the lowest. This means that in
addition to the best classification it is possible to present
alternatives, which is associated with additional metrics
that can be used to assess the quality of the classifier.
They are as follows:

• The position of the correct classification in the
classification list. Assume Posj is the index of
the position of Wj in the list of weights sorted in
descending order. The species and genera of bacteria
Bj for which Posj is equal 1 is the classification with
the highest probability of being correct.
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INPUT:
Sample (image of becteria)

Repeat for each of the 7 classifiers:

Analize the features of bacterial
cells present in the sample

Classify the sample to one of the
classifier’s categories

Calculate the product of
weights of classification for

each bacterial species and genera

Waga to procent próbek danego rodzaju
i gatunku zaklasyfikowanych do danej

kategorii.

Calculate the product of
weights of all classifiers for

each bacterial species and genera

Sort the calculated product of
weights of classification in the

descending order

Normalized product of
weights to their sum for all

bacterial species and genera

OUTPUT:
List of classification analized
sample to particular bacteria
species and genera with the

confidence level for each
classification

Feature of the bacterial cell is:
colour, the shape of a single bacterial cell, size,

number of clusters formed, cluster shape, density
classifier, distribution of cells in the image

Classifier’s category for the color classifier:
purple, pink

Classifier’s category for the shape classifier:
round, rod-shaped, stick, club, donut and boat

Classifier’s category for the size classifier: large and small

Classifier’s category for the number of clusters
formed classifier: single cells, diplococci, tetrads, larger

Classifier’s category for the cluster shape
classifier: parquet, snake and others

Classifier’s category for the density classifier:
rare, dense, very dense

Classifier’s category for the distribution of cells in the
image classifier: evenly, unevenly, very unevenly

Weight is the percent of the samples of
particular bacterial species and genera

correctly classified to particular category

The normalisation results in estimate of
confidence level of the classification

Classification with the highest confidence level
is the first on the classification list

Fig. 2. Algorithm for calculating the product of weights of the classifiers.

In the case of an incorrect classification, the analysis
of the Bj for which Posj = 2 or Posj = 3 may be
valuable and may be used to improve the obtained
results.

• The confidence of the classification. This value can
be calculated in many ways. The most basic one
could be

C =
Wa∑
j Wj

, Posa = 1 (4)

as the ratio of the best classification weight, Wa to the sum
of the weights of all classifications, a is used to indicate
such weight Wa for which Posa is equal 1. This value can
be used for quality control – samples classified as those

with a low confidence can be declared as unclassified,
which shows that the described method does not correctly
classify such samples.

The most important element of the method dedicated
to the classification of the selected species and genera of
bacteria is proposed in this paper. Their correctness and
sensitivity has a decisive impact on the final classification
of the analyzed samples. In the classification using the
product of the weights of classifiers, the basic factor
determining the correctness of the classification method
is the number of correctly classified species and genera
of bacteria. Because in this method a classification list
is sorted in descending order according to the product
weights of classifiers, the correct classification is the
one with the biggest product of the weight of the
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classifiers. The confusion matrix for the product of
weights of classifiers id presented in Table 1. The correct
classification by this method for all analyzed species and
genera of bacteria is 90.45%, the sensitivity is 100%.
Some of the analyzed samples (Bifidobacterium spp.,
Escherichia coli, Fusobacterium spp., Proteus spp.)
were recognized as the appropriate genera and species of
bacteria with 100% correctness. In the other samples, due
to the same bacterial cell color, a very similar shape, a
similar cell size or a similar shape of the cluster of cells,
or a similarity of other analyzed features, the classification
to the correct species and genera is at a lower level.

The implemented classifiers have 100% sensitivity,
with the exception of the classifier of bacterial cell shapes,
whose sensitivity is 98.81%. High sensitivity facilitates
the classification process, especially if it is conducted by
the method described, as this does not lead to a premature
rejection of the sample due to the lack of classification.
Correct classification by means of other classifiers may
allow one to obtain the correct final classification result.

In some cases, the described classifiers do not allow
the correct classification of certain species and genera
of bacteria. In particular, density classifiers and the
uniformity of the distribution of bacterial cells in the
image will yield the lowest correctness of classification.
The results obtained in this manner are significantly better
than the results obtained using decision trees. The biggest
advantage of this classification method is the fact that it
provides a list of possible alternatives, which allows the
assessment of both the confidence level of one’s decision
and possible other classifications in the case of suspected
incorrect classification of the sample for a particular
species and genera of bacteria.

4.3. Position of correct classification in the classifi-
cation list. The metric, which helps in the assessment
of the quality of the classification, is to determine
the position of a correct classification in the list of
classifications with the largest product of the weights of
classifiers. In the case of most incorrect results, the correct
answer may be in the second or third position of this
list. The position of the correct classification result is
presented in Table 2.

The results presented in Table 2 show that in 98.56%
of cases the correct classification is among the first four
items on the classification list, and in 97.37% among the
first two. The implemented classifiers are not able to
distinguish between two very similar species and genera
of bacteria. However, the proposed method allows,
with high probability, the rejection of most incorrect
classifications, narrowing down the choice to several
answers that are likely to contain the correct answer.
Analyzing the species and genera of bacteria whose
classification was most problematic (the smallest number
of samples was correctly classified), it can be seen that the

biggest mistakes are made for those bacteria that differ
only by one classified feature. In a majority of cases,
the classifier that makes a mistake has a low level of
confidence.

5. Confidence level: The difference between
correct classification and other results in
the classification list

The quality of the obtained classification can also be
analyzed taking into account the difference between the
products of the weights of classifiers for the classification
located in the first position and the classifications
appearing in the subsequent positions in the classification
list. This creates a statistic of the confidence level of the
selection made.

Table 3 presents the average confidence level of
the classification if the correct classification was at the
first position or at one of the following positions in the
classification list. As a result, an average confidence
level for each species and genera of bacteria is obtained.
It was calculated for each position in the classification
list based on the number of correctly classified samples
of the specific bacterium at the specified position in
the classification list. The average confidence level is
calculated as follows:

1. Take the sample of the particular species and genus
of bacteria.

2. Create the classification list.

3. Check the position on the list including the correct
classification of bacteria.

4. Save the correct classification of bacteria in the
classification list. Save the position of the correct
classification in the classification list (position 1, 2,
3, 4 or the next position in the list) and save the
confidence level of that classification.

5. Repeat Steps 2, 3 i 4 for all samples belonging to the
particular species and genera of bacteria.

The quality of the obtained classification can also be
calculated using following confidence value:

Cx = Wa −Wb, Posa = X ∧ Posb = X − 1, (5)

where C1 would be the confidence of the classification
with the highest probability of being correct. X stands
for the order of the metric Cx. The average confidence
of the classification of all samples for given species and
genera of bacteria can be used to determine the quality
of the classification of this species and genera of bacteria.
Table 3 presents values C1, C2, C3, C4 and the average of
values C5, . . . , Cm−1 for individual species and genera of
bacteria.
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Table 2. Percentage of correct classification results in the first and the next position in the classification list.

No. Species and genera of bacteria
Position on the classification list
1 2 3 4 higher

1 Acinetobacter baumannii 85.00% 5.00% 5.00% 5.00%
2 Actinomyces israelii 95.65% 4.35%
3 Bacteroides fragilis 95.65% 4.35%
4 Bifidobacterium spp. 100.00%
5 Candida albicans 90.00% 10.00%
6 Escherichia coli 100.00%
7 Fusobacterium spp. 100.00%
8 Lactobacillus crispatus 80.00% 20.00%
9 Lactobacillus delbrueckii 75.00% 25.00%

10 Lactobacillus johnsonii 70.00% 25.00% 5.00%
11 Lactobacillus plantarum 90.00% 5.00% 5.00%
12 Listeria monocytogenes 95.45% 4.55%
13 Micrococcus spp. 95.00% 5.00%
14 Porphyromonas gingivalis 95.65% 4.35%
15 Proteus spp. 100.00%
16 Pseudomonas aeruginosa 95.00% 5.00%
17 Staphylococcus aureus 85.00% 15.00%
18 Staphylococcus saprophyticus 75.00% 20.00% 5.00%
19 Streptococcus agalactiae 90.00% 5.00% 5.00%
20 Veillonella spp. 90.91% 9.09%

Summarised results 90.45% 6.92% 0.95% 0.24% 1.44%

The results in Table 3 show that the average
confidence level of classification for all analyzed data
samples is the highest if the correct classification is in
the first position on the list (the last column contains
individual samples and, therefore, it can be omitted).
Based on these results, one can introduce a mechanism
to determine in which cases this method is not able to
correctly classify bacterial samples. One can do this
by marking results having too low confidence levels as
unclassified. As a result, at the expense of the reduction
in the sensitivity of the method, its higher correctness may
be achieved.

Figure 3 presents this relationship in the form of a
graph of correctness and sensitivity in relation to the level
of confidence (it was calculated on the basis of the ratio
of the best classification to all classifications), at which
the sample data are labeled as unclassified. The Y -axis
represents correctness and sensitivity, whereas the X-axis
shows the percentage of the confidence level of the sample
being defined as unclassified.

6. Comparison of classification by the
product of weights of classifiers and by
decision trees

To verify the obtained results, the proposed method was
compared with a decision tree. Both the decision tree
and the method described in this study are based on the

recognition of physical features of bacterial cells visible
in the images. In both methods, the same images and the
same set of seven implemented classifiers were used to
classify the samples and recognize the analyzed species
and genera of bacteria; all the images were taken from
DIBaS DB database resources (Plichta, 2019).

The proposed decision tree tended to use highly
correct classifiers, such as the bacterial cell color, which
has the highest correctness of all. This decision tree can
be further optimized to provide the best possible results
using the boosted decision trees method. The accuracy
(correctness) of this method amounted to 83.77%, and
although changes in the decision tree remained at 95.94%,
it had no impact on its sensitivity. Classification by means
of the method based on the product of the weights of
the classifiers brought better results. For all the analyzed
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80%

90%

100%
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correctness (level of confidence) sensitivity

Fig. 3. Chart of correctness and sensitivity with regard to the
confidence level.
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Table 3. Average confidence level for all classified species and genera of bacteria when the correct classification is in the first or next
positions in the classification list.

No. Species ad genera of bacteria
Position on the classification list

Average confidence level
1 2 3 4 next position

1 Acinetobacter baumannii 70.99% 38.95% 42.88% 98.89%
2 Actinomyces israelii 85.98% 87.86%
3 Bacteroides fragilis 53.95% 75.07%
4 Bifidobacterium spp. 97.12%
5 Candida albicans 82.45% 55.24%
6 Escherichia coli 97.88%
7 Fusobacterium spp. 99.57%
8 Lactobacillus crispatus 84.52% 67.39%
9 Lactobacillus delbrueckii 71.03% 78.35%

10 Lactobacillus johnsonii 75.08% 66.43% 74.96%
11 Lactobacillus plantarum 76.81% 69.15% 68.85%
12 Listeria monocytogenes 98.88% 58.34%
13 Micrococcus spp. 93.97% 89.11%
14 Porphyromonas gingivalis 95.90% 63.75%
15 Proteus spp. 91.81%
16 Pseudomonas aeruginosa 96.99% 92.41%
17 Staphylococcus aureus 87.16% 77.08%
18 Staphylococcus saprophyticus 94.34% 80.82% 91.76%
19 Streptococcus agalactiae 91.76% 66.95% 47.52%
20 Veillonella spp. 94.26% 54.97%

Summarised result 87.56% 71.45% 54.77% 42.88% 83.49%

species and genera of bacteria, correct classification by
this method amounted to 90.45% and its sensitivity to
100%. Moreover, the classification list shows that in
98.56% of cases the correct classification is among the
first four items on the classification list whereas in 97.37%
it is among the first two items. The comparison of these
two methods with the use of the same classifiers and the
same test data confirms the correctness of the method
proposed in the paper.

7. Summary

The proposed algorithms dedicated to the extraction
of physical features of cells of different species and
genera of bacteria enabled their proper recognition and
implementation of classifiers based on such extracted
features. The correct classification by this method for all
analyzed species and genera of bacteria is 90.45%. The
results of the experiment presented in the paper show that
in 98.56% of cases the correct classification is among the
first four items on the classification list, and in 97.37%
among the first two.

An innovative element in the proposed method was
the use of classifiers that simultaneously analyze the
following seven physical characteristics of bacterial cells:
color shape, size of a single cell, number of clusters
formed, cluster shape, density and cell distribution in the
image. Until now, the color and the shape or the size

of bacterial cells have been taken into account in the
classification. The shape of the cluster, the density or
the distribution of cells in the picture were not taken into
account as the features affecting the correct identification
of the analyzed samples.

It is also worth noticing that the previous
classification methods concerned one, several or a
dozen species and genera of bacteria, most often of the
same type or showing similar morphological features.
The number of twenty different species and genera of
bacteria analyzed in the conducted tests is therefore an
innovative element.

The implemented classifiers are assigned a
confidence level of classification for each of the classified
species and genera of bacteria, which is later used, among
others, to assess the quality of the classification. In
addition, the analysis of the classification confidence
level allows us not only to indicate the most probable
classification of the tested sample to the genera and
species, but also the prospective possible responses,
which is very important in microbiological diagnostics,
especially in ambiguous cases, when the correct
classification is difficult, for example, due to the poor
quality of the image taken. The original approach is
also the classification of samples using the product of
the weights of the above-mentioned classifiers. Thanks
to the automation of the process of proper recognition,
the proposed method shortens the time necessary for
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identification and classification and hence for the correct
recognition of the species and genera of bacteria in
the image, which supports and significantly improves
the microbiological diagnosis process. In addition, the
participation of a specialist in the diagnosis of bacteria
was limited to the proper preparation of bacterial cell
cultures and taking an image of the sample visible under
the microscope — the identification and classification of
the bacterial cells under study for individual species and
genera will no longer be his or her task.

The use of the method does not require the
use of specialized computer equipment, which widens
the scope of applications regardless of the laboratory
IT infrastructure. It can be applied not only in
microbiological diagnostics, but also in other laboratories,
for example, veterinary or epidemiological ones, where
species and genera of bacteria or other microorganisms
are analyzed and classified.

The described method of identifying selected species
and genera of bacteria can be used separately, but in the
case of more complex images containing many different
cells of bacteria or other microorganisms mixed together
in one image, it can be only the first stage of classification.
In this approach, it is possible to reject or narrow down
the possibility of classifying the different types of cells
visible in the image so that in the next step, other known
methods, for example, neural networks, can be used. This
method can also be used to verify the correctness of the
classification obtained by using other dedicated tools, for
example machine learning or neural networks. Classifiers
directly refer to the physical characteristics of bacterial
cells. Therefore, they can be used to extract only the
characteristics of these samples that have not yet been
classified using the proposed method. Thanks to this, it
is possible to use the method to recognize new species
and genera of bacteria added to the DIBaS DB database
and analysis of images of many other microorganisms that
have characteristics similar to those of bacterial cells.
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