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A Timoshenko system of a fractional order between zero and one is investigated here. Using a fractional version of resol-
vents, we establish an existence and uniqueness theorem in an appropriate space. Moreover, it is proved that lower order
fractional terms (in the rotation component) are capable of stabilizing the system in a Mittag-Leffler fashion. Therefore,
they deserve to be called damping terms. This is shown through the introduction of some new functionals and some frac-
tional inequalities, and the establishment of some properties, involving fractional derivatives. In the case of different wave
speeds of propagation we obtain convergence to zero.
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1. Introduction

Random diffusion of microscopic particles has been
observed in a large number of processes. It varies
from localized diffusion (normal diffusion) all the
way to ballistic diffusion passing by sub-diffusion
and super-diffusion. The classification depends on
an exponent in the expression of the mean square
displacement. The exponent one corresponds to ordinary
diffusion, whereas the exponent two is for ballistic
diffusion. The intermediary exponents correspond to
fractional derivatives. Therefore, in complex media, it is
appropriate to be in the fractional calculus context.

The wave equation with a frictional damping

ρ
∂2u

∂t2
+
∂u

∂t
= a

∂2u

∂x2
,

commonly known as the telegraph equation, has been
generalized to the fractional case

ρ
∂αu

∂tα
+
∂βu

∂tβ
= a

∂2u

∂x2

by Atanackovic et al. (2007). The authors treated
the Cauchy problem and the signalling problem for
unbounded and bounded spatial domains. The problems
for 0 < β ≤ α ≤ 2, α > 1 (as well as 0 ≤ β ≤ α ≤ 1),
are solved and their solutions are expressed in the forms of

series and integral representations. To this end, the authors
used separation of variables and Laplace transforms. We
refer the readers to the references there in for the problem
without the lower-order fractional term.

Orsingher and Beghin (2004), as well as Beghin
and Orsingher (2003), obtained the Fourier transforms of
the fundamental solutions. The Adomian decomposition
is used by Momani (2005) to derive analytic and
approximate solutions. In the work of Chen et al. (2008),
the separation-of-variables method is utilized to find
analytical solutions for Dirichlet, Neumann and Robin
type boundary conditions. We refer also to Anderson
et al. (2018). In the survey paper by Klamka et al.
(2020), the authors presented the most important results
on the controllability and stability of some fractional
differential equations of an order between zero and
one (see also the work of Kaczorek (2020) and the
references therein). The importance of these questions
and the difficulties encountered in their treatments are
highlighted. Moreover, the main tools and techniques
are mentioned. The authors concluded that, while the
linear case is clear, the nonlinear case is still open. In the
presence of delays, the situation is even more involved.

In this paper we are concerned with the fractional
problem
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{
ρ1D

α (Dαϕ)− k(ϕx + ψ)x = 0, 0 < x < 1, t > 0,

ρ2D
α (Dαψ + aψ)− bψxx + k(ϕx + ψ) = 0

(1)
with the boundary and initial conditions{

ϕ(0, t) = ϕ(1, t) = 0, ψ(0, t) = ψ(1, t) = 0, t > 0,
ϕ(x, 0) = ϕ0(x), ψ(x, 0) = ψ0(x), x ∈ (0, 1)

(2)
where 1/2 < α < 1 and Dα is the (time) Caputo
fractional derivative defined below.

This is the generalization of the well-known
Timoshenko system{
ρ1ϕtt − k(ϕx + ψ)x = 0, 0 < x < 1, t > 0,
ρ2ψtt − bψxx + k(ϕx + ψ) = 0, 0 < x < 1, t > 0,

where ϕ denotes the transverse displacement from its
equilibrium and ψ is the rotation of the beam. The
constants ρ1, ρ2, k and b are known positive parameters.
This system enjoys the property of dealing with the cases
where the transverse shear strain is important.

By its nature, this system is conservative. Raposo
et al. (2005) or Rivera and Racke (2008) stabilized the
system by adding two velocity feedback terms, one in
each equation. Then, in the work of Soufyane and Whebe
(2003), it was realized that only one damping in the
second equation (ψt) is enough to stabilize the system
uniformly in the case of equal speeds of propagation
and asymptotically otherwise (see also Ammar-Khodja
et al., 2007). These two results were improved by Rivera
et al. (2002) for exponential stability and polynomial
stability, respectively. Nonlinear damping was also treated
in several papers (Alabau-Boussouira, 2007; Cavalcanti
et al., 2014; Mustafa and Messaoudi, 2010). The case of
frictional damping in the first component (with Neumann
boundary conditions) was discussed by Almeida Júnior
et al. (2013). Rotating beams were also studied by
many authors. For instance, Sklyar and Szkibiel (2013)
discussed the (integer-order) Timoshenko beam clamped
to a rotating disk. They determined an appropriate control
with the aid of the torque using the angular acceleration of
the disk to stabilize the system.

To keep the length of the paper reasonable, we do not
report here on other ways of stabilizing the system such as
viscoelastic, thermal and boundary controls. Fractional
models are found to be suitable for the description of
propagation in complex environments such as viscoelastic
media (Mainardi, 2010; Sandev and Tomovski, 2019).
They also describe adequately the vibrations of beams and
cables manufactured of smart materials. Moreover, they
are often used to model diffusion in anomalous media,
having in mind that the classical Fick law is unable to deal
with such cases.

The mean square displacement is not linear but
rather nonlinear. This results in a non-local stress-strain

constitutive relationship. Incidentally, this approach
provides better models which avoid the unpleasant infinite
speed of propagation in conventional diffusion. To
the best of the author’s knowledge, such a system has
not been explored in the literature yet. In this work,
we first discuss how we can prove the existence and
uniqueness of a solution in a suitable underlying space.
In addition, we investigate the question of stability of the
above system. From our results, it will appear that the
lower-order fractional term aρ2D

αψ by itself is capable
of stabilizing the system. The rate of stability is shown
to be of the Mittag-Leffler type in the case of equal
speeds of propagation. That is, the energy of the system
decays to equilibrium as a Mittag-Leffler function (of a
negative argument). This rate is the equivalent to the
exponential rate in the (second) integer-order case. This
is established by replacing first order derivatives in the
standard functionals by fractional ones and with the help
of some properties of fractional derivatives (‘fractional
chain rule’ and fractional inequalities). Otherwise, if
the wave equations do not propagate at the same speed,
we prove a kind of Lyapunov asymptotic stability by
employing a generalized Barbalat theorem.

In the next section, we provide some preliminaries.
Section 3 is devoted to the existence and uniqueness issue.
Then we introduce our functionals and state (with proofs)
some lemmas. Stability is treated in Section 4.

2. Definitions and propositions

This section contains some definitions and useful
propositions.

Definition 1. (Gorenflo et al., 2014; Podlubny, 1999) The
Riemann–Liouville fractional integral of order γ > 0 is
given by

Iγχ(t) =
1

Γ(γ)

t∫
0

(t− s)γ−1χ(s) ds, γ > 0

for any measurable function χ provided that the
right-hand side exists. Here Γ(γ) denotes the Gamma
function.

Definition 2. (Gorenflo et al., 2014; Podlubny, 1999) The
fractional derivative of order γ in the sense of Caputo is
given by

Dγχ(t) =
1

Γ(1− γ)

t∫
0

(t− s)−γχ′(s) ds,

0 < γ < 1,
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Dγχ(t) =
1

Γ(2− γ)

t∫
0

(t− s)1−γχ
′′
(s) ds,

1 < γ < 2,

whereas the one in the sense of Riemann–Liouville is
defined by

RLDγχ(t) =
1

Γ(1− γ)

d

dt

t∫
0

(t− s)−γχ(s) ds,

0 < γ < 1

provided that the integrals exist.
The Riemann–Liouville fractional derivative is

defined by

Dγχ(t) =
1

Γ(1− γ)

d

dt

t∫
0

(t− s)−γχ(s) ds,

0 < γ < 1

and is related to the Caputo fractional derivative by the
formula

RLDγχ(t) =
χ(0)t−γ

Γ(1− γ)
+Dγχ(t),

0 < γ < 1, t > 0.

Next, we give the definitions of one-parametric and
two-parametric Mittag-Leffler functions (Gorenflo et al.,
2014),

Eα(z) :=
∞∑
n=0

zn

Γ(αn+ 1)
, Re(α) > 0,

and

Eα,β(z) :=
∞∑
n=0

zn

Γ(αn+ β)
,

Re(α) > 0, Re(β) > 0,

respectively. Note that Eα,1(z) ≡ Eα(z).

Proposition 1. (Li et al., 2010) If χ(t) is a differentiable
function satisfying

Dαχ(t) ≤ −γχ(t), 0 < α < 1

for some γ > 0, then χ(t) ≤ χ(0)Eα(−γtα), t ≥ 0. If the
derivative is of Riemann–Liouville type, then the decay is
of the form tα−1Eα,α(−γtα).

Proposition 2. (Gorenflo et al., 2014) For α, β > 0, we
have the identity

λzαEα,α+β(λz
α) = Eα,β(λz

α)− 1

Γ(β)
.

Proposition 3. (Gorenflo et al., 2014, p. 61) For
μ, α, β > 0, we have the relation

1

Γ(μ)

z∫
0

(z − t)μ−1Eα,β(λt
α)tβ−1 dt

= zμ+β−1Eα,μ+β(λz
α), z > 0.

Unfortunately, the chain rule does not hold in the
fractional case. We shall manage to work instead with
the following rule.

Proposition 4. (Alikhanov, 2012) Let f(t) and g(t) be
absolutely continuous functions. Then, for t ≥ 0 and 0 <
α < 1, we have

f(t)Dαg(t) + g(t)Dαf(t)

= Dα(fg(t))

+
α

Γ(1− α)

t∫
0

dξ

(t− ξ)1−α

ξ∫
0

f ′(η) dη
(t− η)α

ξ∫
0

g′(s) ds
(t− s)α

.

If f = g, we recover the well-known inequality

Dα(f2(t)) ≤ 2f(t)Dαf(t).

A vector version is also valid.

3. Existence and uniqueness

Without loss of generality, we may assume that aρ2 = 1.
Let U = (ϕ, ϕ̃, ψ, ψ̃)T , U0 = (ϕ0, ϕ̃0, ψ0, ψ̃0)

T . Then
the system (1) can be written as

DαU =MU , U(t) = U0, (3)

where

M =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 Id 0 0

k∂2x
ρ1

0
k∂x
ρ1

0

0 0 0 Id

−k∂x
ρ2

0
b∂2x
ρ2

− kId
ρ2

− Id
ρ2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Let

H = H1
0 (0, 1)× L2(0, 1)×H1

0 (0, 1)× L2(0, 1)

and

D(M) =

{
U =

(
ϕ, ϕ̃, ψ, ψ̃

)T
∈ H : ϕ, ψ ∈ H2(0, 1)

}
.

Instead of semigroups, in the fractional case we
employ the notion of resolvents. Let L(X) := L(X ;X)
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(the space of bounded linear operators from X into X)
and

δα(t) :=
tα−1

Γ(α)
, t > 0, α ≥ 0 (4)

be the Gelfand–Shilov function. For α = 0, this function
corresponds to the well-known Dirac delta function.

Consider the problem

Dγu = Pu, u(0) = u0. (5)

Definition 3. (Bajlekova, 2001) The family of
bounded linear operators (Rγ(t))t≥0 determines a
solution operator for (5) if

(a) Rγ : [0,∞) → L(X) is strongly continuous and
Rγ(0) = I;

(b) ∀w ∈ D(P), Rγ(t)w ∈ D(P), and PRγ(t)w =
Rγ(t)Pw, t ≥ 0;

(c) ∀w ∈ D(P), Rγ(t)w is a solution of

u(t) = w +

t∫
0

δγ(t− s)Pu(s) ds, t ≥ 0.

It is shown by Bajlekova (2001, Thm. 3.1 and
Cor. 3.2) and Prüss (2013, Thm. 2.1) that, if P (a linear
closed densely defined operator in a Banach space X) is
an infinitesimal generator of a C0-semigroup, then it is
also the generator of a unique ’subordinated resolvent’
{Rγ(t)}t≥0 given by

Rγ(t) :=
1

2πi

∫
Γ

μγ−1eμtR(μγ ,P) dμ, t ≥ 0,

where R(μ,P) := (μI − P)−1 is the resolvent operator
of P and

Γ∗ ={teiθ : t ≥ r} ∪ {reiζ : −θ ≤ ζ ≤ θ}
∪ {te−iθ : t ≥ r}

is oriented counterclockwise, where π/2 < θ < φ and r
is determined in the proof. Therefore, the problem (5), is
well-posed in the space of functions u ∈ C ([0,∞);X)
satisfying δ1−γ ∗ (u − u0) ∈ C1 ([0,∞);X) (the mild
solution being also a classical one) and for u0 ∈ D(P),

u(t) = Rγ(t)u0, t ≥ 0.

In our case, as M is the generator of a C0-semigroup, for
U0 ∈ D(M), our problem has a unique solution

U(t) = Rα(t)U0, t ≥ 0 (6)

with

ϕ, ψ ∈ C(R+, H2(0, 1) ∩H1
0 (0, 1))

∩ C1(R+, H1
0 (0, 1))

such that δ2−2α ∗ (ϕ− ϕ0) ∈ C2
(
[0,∞), L2(0, 1)

)
and

δ2−2α ∗ (ψ − ψ0) ∈ C2
(
[0,∞), L2(0, 1)

)
.

It is worth noting that, by the continuity of ϕt and ψt
nearby zero, we have Dαϕ(0) = 0 and Dαψ(0) = 0.

4. Stability results

In this section, we shall proceed in a direct manner
with the adaptation of the arguments employed in the
integer-order case to the present fractional one. The new
functionals will be validated and, in particular, we will
clarify how to deal with the undesirable terms that arise
from the application of the ‘fractional chain rule’ property
(Proposition 4 above).

Definition 4. The solution (ϕ, ψ) of system (1) is said to
be Mittag-Leffler stable if

‖(ϕ, ψ)‖ ≤ [M(ϕ0, ψ0)Eα(−λ(t− t0)
α)]

κ
,

where κ > 0, α ∈ (0, 1), λ > 0, M(ϕ0, ψ0) ≥ 0 and
M(0) = 0.

In the above definition the norm will be that of
the underlying space defined in Section 3 or the energy
functional, for t ≥ 0,

E(t) =
1

2

[
ρ1 ‖Dαϕ‖2 + ρ2 ‖Dαψ‖2

+b ‖ψx‖2 + k ‖ϕx + ψ‖2
]
,

where ‖·‖ is the L2-norm. To shorten the notation, we will
write

Tχ(t) =
α

2Γ(1− α)

×
1∫

0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

χ′(η) dη
(t− η)α

⎞
⎠

2

dx.

Assuming that our initial data satisfy U0 ∈ D(M),
it is easy to see that all the terms Tϕ(t), Tψ(t), TDαϕ(t),
TDαψ(t), Tϕx+ψ(t) and Tψx(t) are well-defined in the
above underlying space. A straightforward fractional
differentiation (using Proposition 4) shows that

DαE(t)

= ρ1

1∫
0

DαϕDα (Dαϕ) dx− ρ1TDαϕ(t)
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+ ρ2

1∫
0

DαψDα (Dαψ) dx− ρ2TDαψ(t)

+ b

1∫
0

ψx (D
αψx) dx− bTψx(t)

+ k

1∫
0

(ϕx + ψ)Dα (ϕx + ψ) dx

− kTϕx+ψ(t)

(7)

and, along solutions of (1) and (2), we have

ρ1

1∫
0

DαϕDα (Dαϕ) dx

+ ρ2

1∫
0

DαψDα (Dαψ) dx

= k

1∫
0

(Dαϕ) (ϕx + ψ)x dx+ b

1∫
0

(Dαψ)ψxx dx

− ‖Dαψ‖2 − k

1∫
0

(Dαψ) (ϕx + ψ) dx

= −k
1∫

0

(ϕx + ψ)Dα(ϕx + ψ) dx

− b

1∫
0

(Dαψx)ψx dx− ‖Dαψ‖2 .

(8)

Substitution of (8) into (7) gives

DαE(t) = −‖Dαψ‖2 − ρ1TDαϕ(t)− ρ2TDαψ(t)

− bTψx(t)− kTϕx+ψ(t), t ≥ 0.
(9)

Clearly, DαE(t) ≤ 0, t ≥ 0.

Remark 1. Unlike the integer order case, the relation
DαE(t) ≤ 0, t ≥ 0 does not mean that the energy is
non-increasing. However, we may infer a mere Lyapunov
stability with the help of the next proposition.

Consider the equation

Dαx(t) = f(x, t)

with zero as the equilibrium.

Proposition 5. (Duarte-Mermoud et al., 2015) If there ex-
ist a continuous Lyapunov function Z(x(t), t) and a func-
tion ϑ1(.) in K (the class of strictly increasing continuous
functions h : [0,+∞) → [0,+∞) satisfying h(0) = 0)
such that, for all x = 0, ϑ1(‖x(t)‖) ≤ Z(x(t), t) and
DαZ(x(t), t) ≤ 0, 0 < α ≤ 1, then the equilibrium is
Lyapunov stable.

To go further, we continue with the introduction of
appropriate functionals (by replacing integer-order
derivatives with fractional ones in the standard
functionals).

Lemma 1. The functional

U1(t) := −
1∫

0

(ρ1ϕD
αϕ+ ρ2ψD

αψ) dx, t ≥ 0,

satisfies

DαU1(t) ≤ −ρ1 ‖Dαϕ‖2 +
(

1

4ε0
− ρ2

)
‖Dαψ‖2

+ k ‖ϕx + ψ‖2 + (b+ ε0) ‖ψx‖2
+ 2ρ1Tϕx+ψ(t) + (2ρ1 + ρ2)Tψx(t)

+ ρ1TDαϕ(t) + ρ2TDαψ(t), ε0 > 0.
Proof. In view of Proposition 4 and the equations of the
system (1), we can write

DαU1(t)

= −ρ1 ‖Dαϕ‖2

+
αρ1

Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

ϕ′(η) dη
(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[Dαϕ(s)]
′
ds

(t− s)α

⎞
⎠dx

+
αρ2

Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

ψ′(η) dη
(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[Dαψ(s)]
′
ds

(t− s)α

⎞
⎠dx

− ρ2 ‖Dαψ‖2 + k ‖ϕx + ψ‖2

+

1∫
0

ψDαψ dx+ b ‖ψx‖2 .

It is also easy to see that

1∫
0

ϕDαϕdx ≤ ε0 ‖ϕ‖22 +
1

4ε0
‖Dαϕ‖2

≤ ε0 ‖ϕx‖22 +
1

4ε0
‖Dαϕ‖2

≤ 2ε0 ‖ϕx + ψ‖2 + 2ε0 ‖ψx‖2

+
1

4ε0
‖Dαϕ‖2 ,

1∫
0

ψDαψ dx ≤ ε0 ‖ψx‖2 + 1

4ε0
‖Dαψ‖2 ,
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α

Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

ϕ′(η) dη
(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[Dαϕ(s)]
′
ds

(t− s)α

⎞
⎠ dx

≤ Tϕ(t) + TDαϕ(t)

≤ 2Tϕx+ψ(t) + 2Tψx(t) + TDαϕ(t)

and

α

Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

ψ′(η) dη
(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[Dαψ(s)]′ ds
(t− s)α

⎞
⎠dx

≤ Tψx(t) + TDαψ(t).

These estimates imply

DαU1(t) ≤ −ρ1 ‖Dαϕ‖2 +
(

1

4ε0
− ρ2

)
‖Dαψ‖2

+ k ‖ϕx + ψ‖2 + (b+ ε0) ‖ψx‖2
+ 2ρ1Tϕx+ψ(t) + (2ρ1 + ρ2)Tψx(t)

+ ρ1TDαϕ(t) + ρ2TDαψ(t).

�
Our second functional is the following.

Lemma 2. The fractional derivative of

U2(t) = ρ2

1∫
0

Dαψ(ϕx + ψ) dx

+ ρ2

1∫
0

ψxD
αϕdx, t ≥ 0

fulfills, for t ≥ 0 and ε0, ε1 > 0,

DαU2(t)

≤ (ε0 − k) ‖ϕx + ψ‖2 +
(

1

4ε0
+ ρ2

)
‖Dαψ‖2

+ ε1
[
ϕ2
x(1) + ϕ2

x(0)
]
+

b2

4ε1

[
ψ2
x(1) + ψ2

x(0)
]

+

(
kρ2
ρ1

− b

) 1∫
0

(ϕx + ψ)xψx dx

+ ρ2TDαψ(t) + ρ2Tϕx+ψ(t)

+ ρ2Tψx(t) + ρ2TDαϕ(t).

Proof. Proposition 4 and the equations of the system
imply

DαU2(t)

= ρ2

1∫
0

Dα (Dαψ) (ϕx + ψ) dx

+ ρ2

1∫
0

DαψDα(ϕx + ψ) dx

+ ρ2

1∫
0

DαψxD
αϕdx

+ ρ2

1∫
0

ψxD
α (Dαϕ) dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

(ϕx + ψ)′(s) ds
(t− s)α

⎞
⎠ dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

[ψx(η)]
′
dη

(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[Dαϕ(s)]′ ds
(t− s)α

⎞
⎠ dx

or

DαU2(t)

=

1∫
0

(ϕx + ψ)
[
−Dαψ

+ bψxx − k(ϕx + ψ)
]
dx

+ ρ2

1∫
0

DαψDα(ϕx + ψ) dx

+ ρ2

1∫
0

DαψxD
αϕdx

+
kρ2
ρ1

1∫
0

ψx(ϕx + ψ)x dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

×
⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠
⎛
⎝ ξ∫

0

(ϕx + ψ)′(s) ds
(t− s)α

⎞
⎠dx
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− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

×
⎛
⎝ ξ∫

0

[ψx(η)]
′
dη

(t− η)α

⎞
⎠
⎛
⎝ ξ∫

0

[Dαϕ(s)]
′
ds

(t− s)α

⎞
⎠ dx

and, integrating by parts, we find

DαU2(t)

= −
1∫

0

(ϕx + ψ)Dαψ dx+ b [ϕxψx]
1
0

− b

1∫
0

(ϕx + ψ)xψx dx

− k ‖ϕx + ψ‖2 + ρ2 ‖Dαψ‖2

− ρ2

1∫
0

DαψxD
αϕdx+ ρ2

1∫
0

DαψxD
αϕdx

+
kρ2
ρ1

1∫
0

ψx(ϕx + ψ)x dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

×
⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠
⎛
⎝ ξ∫

0

(ϕx + ψ)′(s) ds
(t− s)α

⎞
⎠ dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

×
( ξ∫

0

[ψx(η)]
′
dη

(t− η)α

)⎛
⎝ ξ∫

0

[Dαϕ(s)]
′
ds

(t− s)α

⎞
⎠ dx.

After cancelling some terms and applying the Young
inequality, we get

DαU2(t) ≤ ε0 ‖ϕx + ψ‖2 + 1

4ε0
‖Dαψ‖2

+ ε1
[
ϕ2
x(1) + ϕ2

x(0)
]

+
b2

4ε1

[
ψ2
x(1) + ψ2

x(0)
]

+

(
kρ2
ρ1

− b

) 1∫
0

(ϕx + ψ)xψx dx

− k ‖ϕx + ψ‖2 + ρ2 ‖Dαψ‖2
+ ρ2TDαψ(t) + ρ2Tϕx+ψ(t)

+ ρ2Tψx(t) + ρ2TDαϕ(t)

or simply

DαU2(t)

≤ (ε0 − k) ‖ϕx + ψ‖2 +
(

1

4ε0
+ ρ2

)
‖Dαψ‖2

+ ε1
[
ϕ2
x(1) + ϕ2

x(0)
]
+

b2

4ε1

[
ψ2
x(1) + ψ2

x(0)
]

+

(
kρ2
ρ1

− b

) 1∫
0

(ϕx + ψ)xψx dx+ ρ2TDαψ(t)

+ ρ2Tϕx+ψ(t) + ρ2Tψx(t) + ρ2TDαϕ(t).

(10)

The proof is complete. �

The next functional,

U3(t) = ρ2

1∫
0

ϑ(x)Dαψ (bψx(t)) dx, t ≥ 0,

where ϑ(x) = 2 − 4x, so that ϑ(0) = −ϑ(1) = 2, will
incorporate the boundary terms in (10).

Lemma 3. Along the solutions of (1) and (2), we have

DαU3(t) ≤ −b2ψ2
x(1)− b2ψ2

x(0)

+

[
2b2 +

kb

ε2
+
ε0
2

]
‖ψx‖2

+ ε2kb ‖ϕx + ψ‖2 + 2

(
1

ε0
+ bρ2

)
‖Dαψ‖2

+ 2bρ2Tψx(t) + 2bρ2TDαψ(t),

ε2 > 0, t ≥ 0.

Proof. Again, Proposition 4 yields

DαU3(t) = bρ2

1∫
0

ϑ(x)ψxD
α (Dαψ) dx

+ bρ2

1∫
0

ϑ(x)DαψDαψx dx

− αbρ2
Γ(1− α)

1∫
0

ϑ(x)

t∫
0

dξ

(t− ξ)1−α

×
⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

(t− s)−αψ′
x(s) ds

⎞
⎠ dx
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and therefore

DαU3(t) ≤ b2
1∫

0

ϑ(x)ψxxψx dx

− kb

1∫
0

ϑ(x)(ϕx + ψ)ψx dx

−
1∫

0

ϑ(x)ψxD
αψ dx

+ bρ2

1∫
0

ϑ(x)DαψDαψx dx

+ 2bρ2Tψx(t) + 2bρ2TDαψ(t), t ≥ 0.

(11)

Using the Young inequality, it is clear that

1∫
0

ϑ(x)ψxD
αψ dx

≤ 2

ε0
‖Dαψ‖2 + ε0

2
‖ψx‖2 , ε0 > 0 (12)

and, for ε1 > 0,

kb

1∫
0

ϑ(x)(ϕx + ψ)ψx dx

≤ ε2kb ‖ϕx + ψ‖2 + kb

ε2
‖ψx‖2 . (13)

Gathering all the previous relations (11)–(13), we get

DαU3(t)

≤ b2

2

[
ϑ(x)ψ2

x

]1
0
− b2

2

1∫
0

ϑ′(x)ψ2
x dx

+ ε2kb ‖ϕx + ψ‖2 +
(
kb

ε2
+
ε0
2

)
‖ψx‖2

+
2

ε0
‖Dαψ‖2 − bρ2

2

1∫
0

ϑ′(x) (Dαψ)2 dx

+ 2bρ2Tψx(t) + 2bρ2TDαψ(t),

that is,

DαU3(t)

≤ −b2ψ2
x(1)− b2ψ2

x(0)

+

[
2b2 +

kb

ε2
+
ε0
2

]
‖ψx‖2

+ ε2kb ‖ϕx + ψ‖2 + 2

(
1

ε0
+ bρ2

)
‖Dαψ‖2

+ 2bρ2Tψx(t) + 2bρ2TDαψ(t), t ≥ 0.

This ends the proof. �

Now we turn to the boundary termsϕ2
x(1) and ϕ2

x(0).
They will be dealt with through the functional

U4(t) = ρ1

1∫
0

ϑ(x)ϕxD
αϕdx, t ≥ 0.

Lemma 4. For the functional U4(t), we have

DαU4(t) ≤ 2ρ1 ‖Dαϕ‖2 + k ‖ψx‖2

− k
[
ϕ2
x(1) + ϕ2

x(0)
]
+ 3k ‖ϕx‖2

+ 2ρ1Tϕx(t) + 2ρ1TDαϕ(t), t ≥ 0.

Proof. Applying the operator Dα to the functional U4(t)
gives

DαU4(t)

= ρ1

1∫
0

ϑ(x)DαϕxD
αϕdx

+ ρ1

1∫
0

ϑ(x)ϕxD
α (Dαϕ) dx

− αρ1
Γ(1− α)

1∫
0

ϑ(x)

t∫
0

dξ

(t− ξ)1−α

×
⎛
⎝ ξ∫

0

[ϕx(η)]
′
dη

(t− η)α

⎞
⎠
⎛
⎝ ξ∫

0

[Dαϕ(η)]
′
dη

(t− η)α

⎞
⎠ dx

=
ρ1
2

[
ϑ(x) (Dαϕ)

2
]1
0

− ρ1
2

1∫
0

ϑ′(x) (Dαϕ)2 dx

+ k

1∫
0

ϑ(x)ϕx(ϕx + ψ)x dx+ 2ρ1Tϕx(t)

+ 2ρ1TDαϕ(t),

and hence

DαU4(t)

≤ 2ρ1 ‖Dαϕ‖2 + k

2

[
ϑ(x)ϕ2

x

]1
0
+ k ‖ϕx‖2

− k

2

1∫
0

ϑ′(x)ϕ2
x dx+ k ‖ψx‖2

+ 2ρ1Tϕx(t) + 2ρ1TDαϕ(t)

≤ 2ρ1 ‖Dαϕ‖2 − k
[
ϕ2
x(1) + ϕ2

x(0)
]

+ 3k ‖ϕx‖2 + k ‖ψx‖2
+ 2ρ1Tϕx(t) + 2ρ1TDαϕ(t), t ≥ 0.
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The proof is complete. �

Let w be the solution of the problem⎧⎨
⎩
−wxx = ψx, x ∈ (0, 1),

w(0) = w(1) = 0.
(14)

Our last functional is

U5(t) :=

1∫
0

(ρ1wD
αϕ+ ρ2ψD

αψ) dx.

Lemma 5. The above functional U5(t) satisfies

DαU5(t) ≤
(
ρ1
ε0

+
1

4ε0
+ ρ2

)
‖Dαψ‖2

+
ε0ρ1
4

‖Dαϕ‖2

+ (ε0 − b) ‖ψx‖2
+ ρ1Tw(t) + ρ1TDαϕ(t)

+ ρ2Tψ(t) + ρ2TDαψ(t), t ≥ 0.

Proof. Application of Proposition 4 one more time leads
to

DαU5(t)

= ρ1

1∫
0

DαwDαϕdx+ ρ1

1∫
0

wDα (Dαϕ) dx

+ ρ2

1∫
0

ψDα(Dαψ) dx+ ρ2 ‖Dαψ‖2

− αρ1
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

×
⎛
⎝ ξ∫

0

[w(η)]
′
dη

(t− η)α

⎞
⎠
⎛
⎝ ξ∫

0

[Dαϕ(η)]
′
dη

(t− η)α

⎞
⎠ dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

[ψ(η)]
′
dη

(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠ dx

and, along the solutions of (1), it is easy to see that

DαU5(t)

≤ ρ1
ε0

‖Dαw‖2 + ε0ρ1
4

‖Dαϕ‖2

+ k

1∫
0

w(ϕx + ψ)x dx

+

1∫
0

ψ [bψxx −Dαψ − k(ϕx + ψ)] dx

+ ρ2 ‖Dαψ‖2 + ρ1Tw(t) + ρ1TDαϕ(t)

+ ρ2Tψ(t) + ρ2TDαψ(t).

(15)

Having in mind that ‖Dαw‖2 ≤ ‖Dαψ‖2 , from the last
relation (15), we deduce, that

DαU5(t)

≤
(
ρ1
ε0

+
1

4ε0
+ ρ2

)
‖Dαψ‖2

+
ε0ρ1
4

‖Dαϕ‖2 + (ε0 − b) ‖ψx‖2

+ ρ1Tw(t) + ρ1TDαϕ(t) + ρ2Tψ(t)

+ ρ2TDαψ(t), t ≥ 0.

�

4.1. Equal speeds of propagation. Here, we will
prove our stability result in the case of equal speeds of
propagation. For this purpose, we consider the functional

U(t) := NE(t) +

5∑
i=1

MiUi(t),

N,Mi ≥ 0, t ≥ 0

with N and Mi to be determined inside the proof, and
make use of the lemmas proven in the previous section.
First of all, note that this functional U(t) is equivalent to
E(t).

Theorem 1. Assume that the initial data satisfy U0 ∈
D(M) and ρ1/k = ρ2/b, then the solution of (1) and (2)
approaches zero as time goes to infinity in a Mittag-Leffler
fashion. That is, there exit two positive constants η andB
(depending on E(0)) such that

E(t) ≤ BEα(−ηtα), t ≥ 0.

Proof. Our objective is to reach an inequality of the
form DαU(t) ≤ −CU(t) for some positive constant
C. Thanks to Lemmas 1–5 and the relation (9), after
choosing M2 = 5M1 = 20M4, ε1 = k/20, ε2 = 1 and
M3 < 10M4min {10/k, 1/b} , we infer that

DαU(t)

≤
[
M5

(
4ρ1 + 1

4ε0
+ ρ2

)
+ 2M3

(
1

ε0
+ bρ2

)
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−N + 4M4

(
3

2ε0
+ 4ρ2

)]
‖Dαψ‖2

+ ρ1

(
M5

ε0
4

− 2M4

)
‖Dαϕ‖2

+
[
10M4k + 20M4 (ε0 − k)

+M3kb
]
‖ϕx + ψ‖2 +

[
M4 (4b+ 7k + 4ε0)

+M3

(
2b2 + kb+

ε0
2

)
+M5 (ε0 − b)

]
‖ψx‖2

+ ρ2 (24M4 + 2M3b+M5 −N)TDαψ(t)

+ ρ1

(
6M4 + 20M4

ρ2
ρ1

+M5 −N

)
TDαϕ(t)

+
[
12M4 (ρ1 + 2ρ2) + 2M3bρ2

+M5 (ρ2 + ρ1)−Nb
]
Tψx(t)

+ [12M4ρ1 + 20M4ρ2 −Nk]Tϕx+ψ(t), t ≥ 0.

For N large enough, several coefficients can already
be made negative. Namely,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

M5

(
4ρ1+1
4ε0

+ ρ2

)
+ 2M3

(
1
ε0

+ bρ2

)
+4M4

(
3

2ε0
+ 4ρ2

)
< N,

24M4 + 2M3b+M5 < N,
6M4 + 20M4

ρ2
ρ1

+M5 < N,

12M4 (ρ1 + 2ρ2) + 2M3bρ2 +M5 (ρ2 + ρ1) < Nb,
12M4ρ1 + 20M4ρ2 < Nk.

We can therefore neglect ε0 in the first step of the selection
of the parameters. There remains only to choose M5 so
that

bM5 > M4 (4b+ 7k) + bM3 (2b+ k) .

Next, we go backwards and select ε0 and N. Hence,
we have DαU(t) ≤ −C1E(t), for a C1 > 0. By
the equivalence of U(t) and E(t), we get DαU(t) ≤
−ηU(t), t ≥ 0 for some η > 0. This yields the
Mittag-Leffler decay U(t) ≤ C2Eα(−ηtα), t ≥ 0, for
a C2 > 0. The statement of the theorem follows from
another application of the equivalence. The proof is
complete. �

4.2. Non-equal speed of propagation. This is a
more often encountered practical situation (kρ2/ρ1 = b).
Passing to a higher-order ‘fractional’ energy functional,
we obtain a relation (DαV (t) ≤ −CE(t)) similar to
the one in the integer-order case (α = 1). However,
opposite to the integer-order case where a stability of
order t−1 can be derived, the derivation of a corresponding
stability for the fractional case is not clear. We could,
nevertheless, prove that lim inft→∞E(t) = 0 by applying
the following result generalizing Barbalat’s theorem.

Theorem 2. (Gallegos et al., 2015) Let g be a nonnegative
bounded function such that Iαg(t) is uniformly bounded.

Then, we have

lim inf
t→∞ g(t) = 0.

Theorem 3. Assume that U0 ∈ D(M) and the speeds of
propagation are not necessarily equal. Then,

lim inf
t→∞ E(t) = 0.

We need to determine a functional whose fractional
derivative is non-positive. We recall that the difficulty
here is in how to deal with the higher-order term
1∫
0

(ϕx +ψ)xψx dx. It cannot be controlled by terms in the

(first-order) energy. Thereupon, we pass to a higher-order
energy functional. Rewriting E(t) in the form E(t) =
E(t, ϕ, ψ) to account for the dependence on ϕ and ψ, we
define the ‘2α-order’ energy by

Es(t) = E(t,Dαϕ,Dαψ), t ≥ 0.

Bearing in mind the equation DαU = MU , this
functional is well-defined for U0 ∈ D(M).

ApplyingDα to

⎧⎨
⎩

ρ1D
α [Dα (Dαϕ)]− kDα(ϕx + ψ)x = 0,

ρ2D
α [Dα (Dαψ)] +Dα (Dαψ)− bDαψxx

+kDα(ϕx + ψ) = 0

and multiplying by Dα (Dαϕ) and Dα (Dαψ) the two
equations, respectively, we find

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ρ1D
α (Dαϕ)Dα [Dα (Dαϕ)]

−kDα (Dαϕ)Dα(ϕx + ψ)x = 0,

ρ2D
α (Dαψ)Dα [Dα (Dαψ)] + [Dα (Dαψ)]

2

−bDα (Dαψ)Dαψxx
+kDα (Dαψ)Dα(ϕx + ψ) = 0.

As, for t ≥ 0,

Es(t) =
1

2

[
ρ1 ‖Dα (Dαϕ)‖2 + ρ2 ‖Dα (Dαψ)‖2

+b ‖Dαψx‖2 + k ‖Dα (ϕx + ψ)‖2
]
,

it appears that

DαEs(t) ≤ −‖Dα (Dαψ)‖2 ≤ 0, t ≥ 0. (16)

Next, we modify U2(t) by

Ũ2(t) = ρ2
1∫
0

Dαψ(ϕx + ψ) dx− ρ2
1∫
0

Dαψϕx dx

+ bρ1
k

1∫
0

[ψxD
αϕ+ ϕxD

αψ] dx.
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Lemma 6. For the above functional Ũ2(t), we have

DαŨ2(t)

≤ ε3
[
ϕ2
x(1) + ϕ2

x(0)
]
+

b2

4ε3

[
ψ2
x(1) + ψ2

x(0)
]

+ (3ε0 − k) ‖ϕx + ψ‖2 +
(

1

4ε0
+ ρ2

)
‖Dαψ‖2

+ 2ε0 ‖ψx‖2

+
1

4ε0

(
bρ1
k

− ρ2

)2

‖Dα (Dαψ)‖2

+ TDαϕ(t) +

(
2ρ2 +

bρ1
k

)
TDαψ(t)

+

(
3ρ2 +

2bρ1
k

)
Tϕx+ψ(t)

+

[
2

(
ρ2 +

bρ1
k

)
+ 1

]
Tψx(t),

for ε0, ε3 > 0, t ≥ 0.

Proof. First, by Proposition 4,

DαŨ2(t)

= ρ2

1∫
0

Dα (Dαψ) (ϕx + ψ) dx

+ ρ2

1∫
0

DαψDα(ϕx + ψ) dx

− ρ2

1∫
0

DαψDαϕx dx− ρ2

1∫
0

Dα (Dαψ)ϕxdx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

×
⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠
⎛
⎝ ξ∫

0

(ϕx + ψ)′(s)ds
(t− s)α

⎞
⎠dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

×
⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠
⎛
⎝ ξ∫

0

[ϕx(s)]
′
ds

(t− s)α

⎞
⎠dx

+
bρ1
k
Dα

1∫
0

[ψxD
αϕ+ ϕxD

αψ] dx,

and the second equation of the system is

DαŨ2(t)

= −ρ2
1∫

0

Dα (Dαψ)ϕxdx

+

1∫
0

(ϕx + ψ)
[
−Dαψ + bψxx

− k(ϕx + ψ)
]
dx+ ρ2 ‖Dαψ‖2

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

[Dαψ(η)]′ dη
(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

(ϕx + ψ)′(s) ds
(t− s)α

⎞
⎠ dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

[Dαψ(η)]′ dη
(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[ϕx(s)]
′
ds

(t− s)α

⎞
⎠ dx

+
bρ1
k

⎡
⎣Dα

1∫
0

[ψxD
αϕ+ ϕxD

αψ] dx

⎤
⎦

or

DαŨ2(t)

= −
1∫

0

Dαψ(ϕx + ψ) dx+ b [ϕxψx]
1
0

− b

1∫
0

(ϕx + ψ)xψx dx− k ‖ϕx + ψ‖2

+ ρ2 ‖Dαψ‖2 − ρ2

1∫
0

Dα (Dαψ)ϕx dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

(ϕx + ψ)′(s)ds
(t− s)α

⎞
⎠ dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠
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×
⎛
⎝ ξ∫

0

[ϕx(s)]
′
ds

(t− s)α

⎞
⎠dx

+
bρ1
k
Dα

1∫
0

[ψxD
αϕ+ ϕxD

αψ] dx.

Using the first equation in the system, applying the
Young inequality and the fact that

Dα

1∫
0

[ψxD
αϕ+ ϕxD

αψ] dx

= Dα

1∫
0

ψxD
αϕdx−Dα

1∫
0

ϕDαψx dx

=

1∫
0

DαψxD
αϕdx +

1∫
0

ψxD
α (Dαϕ) dx

− α

Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

ψxt(η) dη

(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[Dαϕ(s)]
′
ds

(t− s)α

⎞
⎠ dx

+

1∫
0

DαϕxD
αψdx+

1∫
0

ϕxD
α (Dαψ) dx

− α

Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

ϕxt(η) dη

(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[Dαψ(s)]′ ds
(t− s)α

⎞
⎠ dx

we get

DαŨ2(t)

≤ ε0 ‖ϕx + ψ‖2 + 1

4ε0
‖Dαψ‖2

+ ε3
[
ϕ2
x(1) + ϕ2

x(0)
]
+

b2

4ε3

[
ψ2
x(1) + ψ2

x(0)
]

− k ‖ϕx + ψ‖2 + ρ2 ‖Dαψ‖2

+

(
bρ1
k

− ρ2

) 1∫
0

Dα (Dαψ)ϕx dx

− αρ2
Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

(ϕx + ψ)′(s) ds
(t− s)α

⎞
⎠ dx

− α

Γ(1− α)

(
ρ2 +

bρ1
k

) 1∫
0

t∫
0

dξ

(t− ξ)1−α

×
⎛
⎝ ξ∫

0

[Dαψ(η)]
′
dη

(t− η)α

⎞
⎠
⎛
⎝ ξ∫

0

[ϕx(s)]
′
ds

(t− s)α

⎞
⎠ dx

− α

Γ(1− α)

1∫
0

t∫
0

dξ

(t− ξ)1−α

⎛
⎝ ξ∫

0

ψxt(η) dη

(t− η)α

⎞
⎠

×
⎛
⎝ ξ∫

0

[Dαϕ(s)]
′
ds

(t− s)α

⎞
⎠dx.

Further applications of the Young inequality yield

DαŨ2(t)

≤ λ1
[
ϕ2
x(1) + ϕ2

x(0)
]
+

b2

4λ1

[
ψ2
x(1) + ψ2

x(0)
]

+ (ε0 − k) ‖ϕx + ψ‖2

+

(
1

4ε0
+ ρ2

)
‖Dαψ‖2 + ε0 ‖ϕx‖2

+
1

4ε0

(
bρ1
k

− ρ2

)2

‖Dα (Dαψ)‖2

+ ρ2TDαψ(t) + ρ2Tϕx+ψ(t)

+

(
ρ2 +

bρ1
k

)
TDαψ(t) +

(
ρ2 +

bρ1
k

)
Tϕx(t)

+ Tψx(t) + TDαϕ(t)

and

DαŨ2(t)

≤ ε3
[
ϕ2
x(1) + ϕ2

x(0)
]
+

b2

4ε3

[
ψ2
x(1) + ψ2

x(0)
]

+ (3ε0 − k) ‖ϕx + ψ‖2

+

(
1

4ε0
+ ρ2

)
‖Dαψ‖2 + 2ε0 ‖ψx‖2

+
1

4ε0

(
bρ1
k

− ρ2

)2

‖Dα (Dαψ)‖2

+ TDαϕ(t) +

(
2ρ2 +

bρ1
k

)
TDαψ(t)
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+

(
3ρ2 +

2bρ1
k

)
Tϕx+ψ(t)

+

[
2

(
ρ2 +

bρ1
k

)
+ 1

]
Tψx(t).

This completes the proof. �

Let, for t ≥ 0,

V (t) := ÑE(t) + M̃6Es(t)

+

5∑
i=1

M̃iŨi(t), Ñ , M̃i ≥ 0,

with M̃1 = 4M̃4, M̃2 = kM̃3/3 = 11M̃4 and ε3 = k/12,
where Ũi(t) = Ui(t), i = 1, 3, 4, 5.

Proof. (Theorem 3) Taking into account the relations (9),
(16) and Lemmas 1, 3–6, we obtain

DαV (t)

≤
[
M̃4

(
7ρ2 +

66

k
bρ2 +

66

kε0
+

15

4ε0

)
− Ñ

× +M̃5

(
ρ1
ε0

+
1

4ε0
+ ρ2

)]
‖Dαψ‖2

+ ρ1

(
ε0M̃5

4
− 2M̃4

)
‖Dαϕ‖2

+

[
11M̃4

4ε0

(
bρ1
k

− ρ2

)2

− M̃6

]
‖Dα (Dαψ)‖2

×
{
M̃4

[
4b+ 26ε0 +

33

k

(
2b2 +

kb

ε2
+
ε0
2

)
+ 7k

]

+ M̃5 (ε0 − b)
}
× ‖ψx‖2 + M̃4

[
4k + 11 (3ε0 − k)

+
33

k
ε2kb+ 6k

]
‖ϕx + ψ‖2

+
[
6M̃4ρ1 + 11M̃4 + M̃5ρ1 − Ñρ1

]
TDαϕ(t)

+ ρ2

{
M̃4

[
26 +

11bρ1
kρ2

+
66

k
b

]
+ M̃5 − Ñ

}
TDαψ(t)

+

{
M̃4

[
12ρ1 + 26ρ2 +

22bρ1
k

+
66

k
bρ2 + 11

]

−Ñb+ M̃5 (ρ2 + ρ1)
}
Tψx(t)

+

[
M̃4

(
12ρ1 + 33ρ2 +

22bρ1
k

)
− Ñk

]
Tϕx+ψ(t).

For Ñ large enough (and consequently small ε0) and

M̃6 ≥ 11M̃4

4ε0

(
bρ1
k

− ρ2

)2

,

we require{
M̃4

[
4b+ 33

k

(
2b2 + kb

ε2

)
+ 7k

]
< bM̃5,

33
k ε2b < 1.

To this end, it suffices that ε2 = k/34b and M̃5 be large
enough. Proceeding backwards, we select ε0 and Ñ . We
end up with

DαV (t) ≤ −CE(t), t ≥ 0.

Therefore,

IαE(t) ≤ −C−1Iα (DαV (t)) , t ≥ 0,

or

IαE(t) ≤ −C−1 [V (t)− V (0)]

≤ C−1V (0), t ≥ 0.

Having fulfilled the hypotheses of Theorem 2, we deduce
that lim inf t→∞E(t) = 0.

�
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anomalous diffusion by Lévy stable processes, Entropy
20(10): 1–12.

Atanackovic, T., Pilipovic, S. and Zorica, D. (2007). A diffusion
wave equation with two fractional derivatives of different
order, Journal of Physics A: Mathematical and Theoretical
40(20): 5319.

Bajlekova, E. (2001). Fractional Evolution Equations in Banach
Spaces, PhD thesis, Eindhoren University of Technology,
Eindhoven.



232 N.-e. Tatar

Beghin, L. and Orsingher, E. (2003). The telegraph process
stopped at stable-distributed times and its connection with
the fractional telegraph equation, Fractional Calculus and
Applied Analysis 6(2): 187–204.

Cavalcanti, M., Cavalcanti, V., Nascimento, F., Lasiecka, I.
and Rodrigues, J. (2014). Uniform decay rates for the
energy of Timoshenko system with the arbitrary speeds of
propagation and localized nonlinear damping, Zeitschrift
für angewandte Mathematik und Physik 65(6): 1189–1206.

Chen, J., Liu, F. and Anh, V. (2008). Analytical solution
for the time-fractional telegraph equation by the method
of separating variables, Journal of Mathematical Analysis
and Applications 338(2): 1364–1377.

Duarte-Mermoud, M., Aguila-Camacho, N., Gallegos, J. and
Castro-Linares, R. (2015). Using general quadratic
Lyapunov functions to prove Lyapunov uniform stability
for fractional order systems, Communications in Nonlin-
ear Science and Numerical Simulation 22(1–3): 650–659.

Gallegos, J., Duarte-Mermoud, M., Aguila-Camacho, N. and
Castro-Linares, R. (2015). On fractional extensions of
Barbalat lemma, Systems & Control Letters 84(1): 7–12.

Gorenflo, R., Kilbas, A., Mainardi, F. and Rogosin, S. (2014).
Mittag-Leffler Functions, Related Topics and Applications,
Vol. 2, Springer, Heidelberg.

Kaczorek, T. (2020). Global stability of nonlinear feedback
systems with fractional positive linear parts, International
Journal of Applied Mathematics and Computer Science
30(3): 493–499, DOI: 10.34768/amcs-2020-0036.

Klamka, J., Babiarz, A., Czornik, A. and Niezabitowski,
M. (2020). Controllability and stability of semilinear
fractional order systems, in P. Kulczycki et al. (Eds),
Automatic Controls, Robotics, and Information Process-
ing, Studies in Systems, Decision and Control, Vol. 296,
Springer, Cham, pp. 267–290.

Li, Y., Chen, Y. and Podlubny, I. (2010). Stability
of fractional-order nonlinear dynamic systems:
Lyapunov direct method and generalized Mittag-Leffler
stability, Computers & Mathematics with Applications
59(5): 1810–1821.

Mainardi, F. (2010). Fractional Calculus and Waves in Linear
Viscoelasticity: An Introduction to Mathematical Models,
Imperial College Press, London.

Momani, S. (2005). Analytic and approximate solutions of
the space-and time-fractional telegraph equations, Applied
Mathematics and Computation 170(2): 1126–1134.

Mustafa, M. and Messaoudi, S. (2010). General energy decay
rates for a weakly damped Timoshenko system, Journal of
Dynamical and Control Systems 16(2): 211–226.

Orsingher, E. and Beghin, L. (2004). Time-fractional telegraph
equations and telegraph processes with Brownian time,
Probability Theory and Related Fields 128(1): 141–160.

Podlubny, I. (1999). Fractional Differential Equations,
Academic Press, San Diego.

Prüss, J. (2013). Evolutionary Integral Equations and Applica-
tions, Birkhäuser, Basel.
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