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The aim of the presented study is to investigate the application of an optimization algorithm based on swarm intelligence to the configuration of a fuzzy flip-flop neural network. Research on solving this problem consists of the following stages. The first one is to analyze the impact of the basic internal parameters of the neural network and the particle swarm optimization (PSO) algorithm. Subsequently, some modifications to the PSO algorithm are investigated. Approximations of trigonometric functions are then adopted as the main task to be performed by the neural network. As a result of the numerical verification of the problem, a set of rules are developed that can be helpful in constructing a fuzzy flip-flop type neural network. The obtained results of the computations significantly simplify the structure of the neural network in relation to similar conditions known from the literature.
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1. Introduction

Modern technologies have enabled the near-instant ability to communicate huge amounts of data. This was possible because of computer algorithms. These have become the basic method of data processing and modelling. Advances in these have resulted in what is termed “neural networks”.

Neural networks, the idea of which is to reflect the way the human brain works, dominate the market of machine learning solutions as applied wherever there is a need to predict future behavior based on previous decisions or to classify objects based on known attributes. Thus, they have application in the military, business, computer gaming or medicine. The effectiveness of neural networks depends on the provided appropriate training patterns and on a correctly conducted training process.

The subject of the research described in this article is the implementation and analysis of selected structures of recursive fuzzy neural networks that are built upon the application of a metaheuristic training algorithm. The neural networks selected for the study in this paper are based on J-K flip-flop sequential logic. Recursion is realized therein through the feedback between inputs J and K. The metaheuristic method adopted for the training process is particle swarm optimization.

Fuzzy flip-flop neural networks (FFFNNs) were first described by Professor Hirota and his scientific team in 1989 (Hirota and Ozawa, 1989; Ozawa et al., 1996). Beyond purely theoretical debates, for many years, these networks were not among the most discussed issues in the neural network community. This was largely due to the absence of a convenient teaching algorithm, the causes of which were the lack of fast and efficient computers and imperfection in training algorithms.

The uniqueness and diversity of the activation functions condition the inability to effectively apply classical training methods. The main obstacle to supervised training is the absence of an analytical derivative operator that builds upon the information on
the current value of the activation function—as it is the case with the use of neural functions, i.e., linear, sigmoid or hyperbolic tangent. In the literature there are only two known effective learning algorithms for the FFFNN shortly described above. One is the bacterial memetic algorithm (Gal et al., 2008) introduced by the group of Professor Laszlo T. Koczy (Lovassy et al., 2008b). The other one is the training algorithm based upon an evolutionary strategy (Kowalski, 2013). We propose in this paper the application of a third algorithm based on the PSO optimization procedure. On the other hand, the well-known gradient algorithm called the “back-propagation training procedure” (Rutkowski, 2008; Lillicrap et al., 2016) was intended in 2009 to be used to train FFFNNs, but turned out to be characterized by very poor results and weak convergence rates (Gal et al., 2009).

This article is composed as follows. Section 2 introduces the structures of the fuzzy flip-flop (FFF) neuron, as well as the FFFNN. In Section 3 the PSO procedure for the FFFNN training process is applied. Section 4 sets out a description of the extensions of PSO models. In Section 5 the dependencies and the factors influencing the quality of FFFNN training are numerically analyzed. In Section 6 the obtained results are discussed and conclusions are drawn.

2. Fuzzy flip-flop neural network

The J-K flip-flop has been adapted for implementation within a neural network by transforming the binary version into a fuzzy flip-flop. This is achievable by using fuzzy logic operators such as t-norm and co-norm to replace the previously used logical AND, OR and NOT operators (Ozawa et al., 1991). The first unified equation of the J-K flip-flop using fuzzy operators were proposed by Hirota and Pedrycz (1993) and has the form

$$Q_{out}(t + 1) = (JuK)u(JiQ)u(JuK),$$  \tag{1}

where $J$ and $K$ constitute J-K flip-flop input signals and $Q_{out}$ is its output signal.

In the fuzzy domain, the functions $i$ and $u$ are the t-norm and co-norm, respectively, while the negation operators are defined as $K = 1 - K$ and $J, K, Q \in [0, 1]$. Formula (1) makes the flip-flop response dependent on the inputs $J, K$ and the current state of $Q$. The discrete time variable has been omitted here for readability. This form is used successively in the rest of the article. The proposed model of the neuron uses the feedback between signals $Q$ and $K$ (see Fig. 1). As a result, the J-K flip-flop is able to create a recursive neuron with the degree of recursion $r$, where $r$ is the number of recursive loops. In addition, for the degree of recursion $r = 1$, an initial value of $Q_0$ must be set. It should be mentioned that the input $J$ must be checked and limited to the interval $[0, 1]$. Thus, taking into account the feedback, the output from the FFF neuron can be determined as follows:

$$Q_{out} = (JuQ)i(JuQ)i(Qu(1 - Q)), \tag{2}$$

In equation (2), signal $J$ is the sum of the products of bias and inputs with weight values. Next this value is transformed by the satlin activation function

$$J = S \left( \sum_{i=1}^{n} w_i x_i + b \right), \tag{3}$$

where

$$S(x) = \begin{cases} 0 & \text{for } x < 0, \\ x & \text{for } x \in [0, 1], \\ 1 & \text{for } x > 0. \end{cases} \tag{4}$$

Table 1 presents the selected t-norm and co-norm, thanks to which the output $Q$ from the J-K flip-flop (Eqn. (1)) can be treated as a quasi-sigmoid neuron activation function. The additional parameters listed in Table 1 i.e., $\alpha, \gamma, s$ and $w$, belong to the interval $(0, \infty)$.

Based on the FFF-type neuron described above, an artificial neural network can be created. For interpolation-type problems, the FFF network structure has the form shown in Fig. 2. The neural network topology consists of four layers. As in all models, there are input and output layers. Between them, the so-called “hidden layers” are placed. As shown, each hidden layer has a certain fixed number of neurons. In subsequent layers, these neurons are connected to the previous layer in a “one-to-all” relation. This is a typical connection structure for shallow (Chang, 2015; Bodianskiy and Tyshchenko, 2019) or fully connected neural networks (Basha et al., 2020). In this type of neural network, the hidden layer neurons are of the FFF type, while in the output layer, classical neurons are found exclusively and have a linear activation function. In the case under consideration, each of the hidden and output neurons has a number of parameters called “weights”, as shown in Fig. 1 and Eqn. (3). However, in the case of using the FFFNN for the classification problem (Siminski, 2021), it is advisable to replace the linear neurons in the output layer with FFF neurons.

![Fig. 1. Fuzzy flip-flop neuron.](image-url)
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Table 1. Selected triangular t-norms and co-norms applied in the FFFNN.

<table>
<thead>
<tr>
<th>Name</th>
<th>norm(x,y)</th>
<th>co-norm(x,y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min-max</td>
<td>(\min(x, y))</td>
<td>(\max(x, y))</td>
</tr>
<tr>
<td>Algebraic</td>
<td>(xy)</td>
<td>(x + y - xy)</td>
</tr>
<tr>
<td>Łukasiewicz</td>
<td>(\max(0, x + y - 1))</td>
<td>(\min(x + y, 1))</td>
</tr>
<tr>
<td>Trigonometric</td>
<td>(\frac{\pi}{2} \arcsin(\sin(x\frac{\pi}{2})\sin(y\frac{\pi}{2})))</td>
<td>(\frac{\pi}{2} \arccos(\cos(x\frac{\pi}{2})\cos(y\frac{\pi}{2})))</td>
</tr>
<tr>
<td>Dombi</td>
<td>(\frac{1}{1 + (1/(x + y) - 1)^a + (1/(1 - x - y) - 1)^a}^{1/a})</td>
<td>(\frac{1}{1 + (1/(x - y) - 1)^a + (1/(1 - x - y) - 1)^a}^{1/a})</td>
</tr>
<tr>
<td>Hamacher</td>
<td>(\frac{1}{1 - \min[1, ((1 - x)^w + (1 - y)^w)^{1/w}]min[1, (x^w + y^w)^{1/w}])</td>
<td>(\frac{1}{1 - \min[1, ((1 - x)^w + (1 - y)^w)^{1/w}]min[1, (x^w + y^w)^{1/w}])</td>
</tr>
</tbody>
</table>

It should be noted that this type of network and fuzzy logic operators have been implemented in the form of hardware (Lovassy et al., 2010; Zavala et al., 2009; Gniewek and Kluska, 2004).

3. Optimization of the FFFNN with the particle swarm algorithm

The PSO algorithm was first proposed by Kennedy and Eberhart (1995). PSO is a population-based metaheuristic optimization algorithm based on swarm intelligence. The inspiration for its development is the coordinated behavior observed in the nature of a swarm of bees, a flock or swarm of birds and a swarm of fish while searching for food (Talbi, 2009). The assumption of the algorithm is that the swarm consists of \(S\) particles searching the \(N\)-dimensional space of solutions. Each \(x\) particle is an \(N\)-dimensional vector that proposes a solution to a given problem (Łukasik and Kowalski, 2014; Tsoulos et al., 2021).

Each swarm element has the following attributes: the vector \(x\) defines the particle position; the vector \(v\), referred to as “particle velocity”, determines the direction and value of the position change; the value of the \textit{swarmCost} adjustment function determines the quality of a given solution; the vector \(x_{LB}\) is the best (so far) preserved position of a given particle and source of information about neighbors. In this research, the global topology (Kennedy and Eberhart, 1995) is applied, so that each particle has information about every other particle in the swarm. This assumption gives access to the globally best particle of \(x_{GB}\). The last two points are an emanation of the swarm’s intelligence and the social behavior of the particles towards each other. In this approach, the \textit{swarmCost} adjustment function in terms of FFFNN testing MSE errors is considered.

In each time step \(t\), the particle in the swarm moves...
in the solution space and updates its position according to

\[ x_i(t + 1) = x_i(t) + v(t + 1) \]  

for \( i = 1, \ldots, N \), where \( x_i(t) \) is the item in the previous step, \( v(t + 1) \) denotes the speed updated according to

\[ v_i(t + 1) = \omega v_i(t) + c_1 r_1(t) (x_{GB} - x_i) + c_2 r_2(t) (x_{LB} - x_i(t)), \]

where \( \omega \) is the inertia coefficient that determines the effect of the speed in the previous step on the current one, \( c_1 \) denotes the coefficient determining the pursuit of the global best particle (position), \( c_2 \) is a coefficient determining the pursuit of the best local particle (position), and finally, \( r_1(t) \) and \( r_2(t) \) are vectors of random values from the interval \( [0, 1] \).

Figure 3 presents a block diagram of the basic form of the PSO algorithm, which is the starting point for considerations in the sequel. The figure shows that the additional variable of the algorithm is \( \text{epochs} \) — it corresponds to the number of the currently processed epochs—and \( \text{maxEpochs} \) which delimits the maximum number of epochs in the PSO algorithm. Due to the necessity to adapt PSO to the domain of an artificial neural network, the term “iteration” has been replaced with the term “epoch”, which is characteristically employed in a neural networks domain.

The adaptation of PSO to neural network training consists in treating each particle as a set of all the neural network’s weights and biases. In order to calculate the cost (fit) of a given solution, the position vector is substituted into the neural network as a set of weights and biases. The training data (the period of a single epoch) are presented in such a configured network, and then, on the basis of the obtained results, the training error (\( E_{\text{train}} \)) is calculated. The error obtained is the cost \( \text{swarmCost} \) of the given particle in the PSO (Rakitianskaia and Engelbrecht, 2015) algorithm. The effect of finished training is the \( x_{GB} \) particle, which has a set of weights and biases belonging to a neural network characterized by generating the smallest training error.

To clarify the facts, it should be pointed out once again that, within the training algorithm, \( S \) neural networks are considered in parallel. Each one is represented as a set of weights and biases encoded in the position vector \( x_i \) of the \( i \)-th particle. At each stage, i.e., the training iteration, the particle labeled \( x_{GB} \) contains the set of weights and biases of the neural network characterized by the smallest error obtained on the training data. On the other hand, each particle remembers its best solution, i.e., the best neural network that a given particle represented. This solution is marked as \( x_{LB} \).

In the case of using the PSO algorithm to train the FFF type neural network, it is necessary to determine which internal parameters of both the neural network and the training algorithm are beneficial. The first include the initial value of the Q\(_0\) flip-flop, the type of the triangular norm and co-norm operators, the number of \( r \) recursion loops and the network topology. In the second group of parameters related to the PSO algorithm, \( \omega \), \( c_1 \) and \( c_2 \) should be considered. The above will be the subject of the research part of this paper.

4. Extension of the basic PSO algorithm

In this section, modifications of the training algorithm will be presented. The intent of these is to improve the performance of the PSO procedure. As part of the proposed modifications to the training procedure, the PSO algorithm is enriched with regularization control procedures, minimum speed limitations, as well as
geometric determinations of the swarm center and grouping of particles inside the swarm.

4.1. Regularization control. Here regularization constitutes a method aimed at improving the network’s problem-solving ability by modifying the cost function and thus forcing weights to minimized it.

Mostly, it is used in the case of overfitting. In this article, it is proposed to apply the regularization to the PSO algorithm by modifying the method of updating items by means of the following formula, where each particle is endowed with a new attribute $\lambda$:

$$x_i(t+1) = x_i(t) + v(t+1) - \lambda(t)x_i(t) .$$  

(7)

The coefficient $\lambda$ in (7) is updated as follows:

$$\lambda_i(t + 1) = \begin{cases} 
\lambda_i(t) + 5 \times 10^{-5} & \text{for } E_i(t + 1) < E_i(t), \\
\lambda_i(t) - 5 \times 10^{-5} & \text{for } E_i(t + 1) > E_i(t), 
\end{cases}$$

(8)

where $E_i(t + 1)$ and $E_i(t)$ are the particle cost values $\text{swarmCost}$ at simulation times $t + 1$ and $t$, respectively. In this investigation the initial value $\lambda(0) = 5 \times 10^{-6}$ is applied.

4.2. Minimum speed limitation. In this subsection, the minimum speed limitation of $v_{\text{min}}$ is addressed thanks to an idea taken from Pu et al. (2007). When the velocity vector component is lower than the limiting value of $|v_{\text{min}}|$, this component should be changed to the value $\bar{v}$ that is derived from applying

$$\bar{v} = \frac{1}{SN} \sum_{i=1}^{S} \sum_{j=1}^{N} |v_{i,j}| ,$$

(9)

where $S$ is the number of particles in the swarm and $N$ is the number corresponding to the size of a single particle. Here $|v_{\text{min}}|$ is the average velocity module calculated from all particles in the swarm.

4.3. Geometric center of the swarm. Chen (2008) proposed to extend the standard PSO algorithm to converge to the geometric center of the swarm $x_{GC}$. In such a case, the velocity updating equation is enriched with an additional part determining the trust in the center of the particle swarm

$$v_i(t+1) = \omega v_i(t) + c_1 r_1(t)(x_{GB}(t) - x_i) + c_2 r_2(t)(x_{LB}(t) - x_i) + c_3 r_3(t)(x_{GC}(t) - x_i).$$

(10)

Here, $c_3$ is the coefficient of striving for the geometric center of the swarm, $r_3 \in [0, 1]$ denotes a random value, and the geometric center of the swarm can be calculated as follows:

$$x_{GC} = \frac{1}{S} \sum_{i=1}^{S} x_{LB}(t).$$

(11)

Due to the necessity of additional computational effort, the procedure for determining the geometric center of a swarm is updated every specified number of epochs $T$.

4.4. Grouping of particles inside a swarm. Chen (2010) recommended to divide the particles in the swarm into three groups. Moreover, their positions are to be updated differently depending on the assigned category. The parameters in (12)–(14) are identical to those in (5)–(6). The particle positions with the best cost value are updated according to

$$x_i(t+1) = \omega x_i(t) + c_1 r(t)(x_{GB}(t) - x_i).$$

(12)

The particle positions with an average cost are updated according to

$$x_i(t+1) = \omega x_i(t) + c_1 r(t)(x_{GB}(t) - x_i) + c_2 r_2(t)(x_{LB}(t) - x_i).$$

(13)

Finally, the positions of the particles with the worst cost value change as

$$x_i(t+1) = \omega x_i(t) + c_2 r_2(t)(x_{LB}(t) - x_i).$$

(14)

The assignment to particular groups is carried out as follows. Within each epoch, the values of the worst-matched particle ($\text{swarm}_{\text{WC}}$) and the average cost in the swarm ($\text{swarm}_{\text{AC}}$) are determined. The mean ($\text{avg}_1$) between the globally best particle $\text{swarm}_{\text{BC}}$ and $\text{swarm}_{\text{AC}}$ is then derived. After this, the average ($\text{avg}_2$) between $\text{swarm}_{\text{BC}}$ and $\text{swarm}_{\text{WC}}$ is calculated. Based on the parameters generated in this way, the respective ranges are defined as follows:

- the best particles are those belonging to the compartment $[\text{swarm}_{\text{BC}}, \text{avg}_1]$,
- the mean particles are in the range $[\text{avg}_1, \text{avg}_2]$,
- the worst particles are those in the range $[\text{avg}_2, \text{swarm}_{\text{WC}}]$.

5. Numerical verification of the training procedure

This section is devoted to the study of the impact on the quality of the FFFNN operation of individual parameters of both the neural network itself and the PSO training algorithm. The idea behind this is to extract the attributes and ascertain how a single change (for example, in the $Q_0$ parameter) affects the solution of the task addressed by
the neural network. The quality of the solution in terms of both training and testing MSE errors is considered. For this purpose, an FFFNN is used to approximate the function of the form \( y(x) = 3 \sin(-2x) + 1 \).

The basic PSO algorithm described in Section 3 is used to solve the given task and to determine the comparative level. The foundation configuration of the network and the parameters of the entire algorithm are decided on the basis of preliminary numerical pilot tests and settings known from the literature. The neural network topology is in the form 1-4-1, i.e., one neuron in the input layer, four FFF neurons in the hidden layer and one linear neuron in the layer output. Additionally, the vector of weights is initialized randomly from the interval \((0, 1)\) using a pseudorandom number generator with uniform distribution, while the velocity vector \(v_i(t)\) is initialized with zero. In the J-K flip-flop, a pair of trigonometric norms with the degree of recursion \(w\) is used. What is more, the initial value of \(Q_0 = 0.25\) is adopted. During training, the following parameter values are employed: the number of epochs \(= 400\), the size of the swarm \(S = 20\), the coefficient of inertia \(\omega = 0.7298\), the coefficient of striving for the best globally particle \(c_1 = 1.496\) and the coefficient of striving for the best position \(c_2 = 1.496\). The above parameters form the so-called basic configuration of the main FFFNN training procedure, to which the proposed changes to the algorithm and its parameters will refer.

The parameters \(\omega, c_1\) and \(c_2\) are derived from the work of Eberhart and Shi (2000), where the above values are suggested as optimal for achieving correct convergence properties. The data set consists of 100 points where 70% and 30% of all cases belong to the training and testing subsets, respectively. All tables with numerical verification show the results obtained for the normalized data in the following column order: MSE training error \((E_{\text{train}})\) and testing MSE error \((E_{\text{test}})\). The use of such a data set is caused by mass tests and a large number of results that can be easily lost thanks to this solution. In the case of large data sizes, it is possible to take advantage of large supercomputers operating in cloud structures.

In the basic version of the configuration, the following error values are obtained for the training sample: \(E_{\text{train}} = 0.0043\) and the MSE test error \(E_{\text{test}} = 0.0107\).

**Initial value of \(Q_0\).** In this section, the influence of the initial value of \(Q_0\) on the correct operation of the neural network is tested. This attribute is the only attribute that is changed in relation to the basic version of the algorithm. In the basic configuration, \(Q_0 = 0.25\) and the obtained results are summarized in Table 2.

In the case of the tested data, in the basic case, the best values of training and testing errors and the lowest values of saturation (described by Rakitianskaia and Engelbrecht (2015)) are obtained. It can be seen that for the extreme cases of the signal \(Q_1\), the error values increase significantly.

**Type of fuzzy logic operator.** In this section, the effect of fuzzy logic operators on approximation quality is tested. In the basic configuration, we used the trigonometric norm and co-norm and the obtained results are presented in Table 3. In the case of applying the Dombi and Yager norms, the value of the equation parameter is additionally selected. In (Gál et al., 2010), it is suggested to select \(\alpha = 5\) for Dombi and \(w = 2.13\) for Yager.

In the case under consideration, Yager’s and trigonometric norms proved to be the best. However, at this point it is worth emphasizing that the Yager norm is strongly dependent on the internal parameter \(w\). Thus, a kind of compromise is to use an operator without an internal parameter, which is the trigonometric norm.

**Degree of recursion.** In this part of the paper, the effect of the number of recursion loops on the FFF network quality is tested. In the basic configuration, the degree of recursion is \(r = 2\) and the obtained results are presented in Table 4. When analyzing the results listed in Table 4 in the case of training data, the parameter \(r\) turns out to be the most favorable for even values. In contrast, for the testing data, the best results were obtained for \(r = 4\) and \(r = 6\).

---

**Table 2.** Effect of parameter \(Q_0\) on the FFF-type neuron.  

<table>
<thead>
<tr>
<th>(Q_0)</th>
<th>(E_{\text{train}})</th>
<th>(E_{\text{test}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0319</td>
<td>0.0346</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0043</td>
<td>0.0107</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0113</td>
<td>0.0124</td>
</tr>
<tr>
<td>0.75</td>
<td>0.0214</td>
<td>0.0214</td>
</tr>
</tbody>
</table>

**Table 3.** Influence of the adopted triangular norm in the FFF neuron.  

<table>
<thead>
<tr>
<th>Norm</th>
<th>(E_{\text{train}})</th>
<th>(E_{\text{test}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigonometric</td>
<td>0.0043</td>
<td>0.0107</td>
</tr>
<tr>
<td>Łukasiewicz</td>
<td>0.0373</td>
<td>0.0381</td>
</tr>
<tr>
<td>Dombi ((\alpha = 5))</td>
<td>0.0319</td>
<td>0.0276</td>
</tr>
<tr>
<td>Algebraic</td>
<td>0.0245</td>
<td>0.0267</td>
</tr>
<tr>
<td>Yager ((w = 2.13))</td>
<td>0.0174</td>
<td>0.0180</td>
</tr>
</tbody>
</table>

**Table 4.** Degree of recursion \(r\) in the FFFNN.  

<table>
<thead>
<tr>
<th>(r)</th>
<th>(E_{\text{train}})</th>
<th>(E_{\text{test}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0043</td>
<td>0.0107</td>
</tr>
<tr>
<td>3</td>
<td>0.0281</td>
<td>0.0384</td>
</tr>
<tr>
<td>4</td>
<td>0.006</td>
<td>0.0069</td>
</tr>
<tr>
<td>5</td>
<td>0.0742</td>
<td>0.0741</td>
</tr>
<tr>
<td>6</td>
<td>0.008</td>
<td>0.0068</td>
</tr>
</tbody>
</table>
The remaining cases considered here are characterized by an error larger by an order of magnitude.

**Particle velocity maximum value limitation.** Introducing a speed limit $v_{\text{max}}$ is one idea to stop particles from exploring the solution space too dynamically (Rakitianskaia and Engelbrecht, 2015). The dominant view in most of the works is that velocities are initialized with zero values. However, Carvalho and Ludermir (2006) suggested to use for small interval initialization when testing speed limits. The limitation is carried out according to the scales, its velocity is changed to the opposite and then difference, if the particle is outside the area designated for the same way as in the case of speed (15), with one significant limitation is more advisable than lowering this parameter. Based on the results, it can be stated that increasing the value of the initialization combined with the limitation of the position in the constraint. Based on the results, it can be stated that the FFF neurons are more useful in being overfitted with the training data. During the research, the base case was compared with the instance in which the regularization is introduced. In the case of the regularization algorithm considered, the neural network recorded the following error values: $E_{\text{train}} = 0.0279$ and $E_{\text{test}} = 0.0285$. In this situation, no improvement in the operation of the neural network is observed, but in separate observations it is seen that the FFF neurons are much less likely to become saturated (Rakitianskaia and Engelbrecht, 2015).

**Influence of initialization and position limitation of individual particles.** Limiting the range of initialization of weights (similarly to positioning the particles by applying the PSO algorithms) is the simplest and arithmetically most justified move for minimizing MSE error value. It is logical that small weight values imply low net values and, consequently, the potential to enter the saturation regions of the activation function in the hidden layers is lowered. Additionally, as there is a restriction on the solution search space, the weights will be kept at the appropriate level. The introduction of a position restriction is also proposed by Rakitianskaia and Engelbrecht (2015). In this part of the research, two scenarios are tested: the impact of initialization itself and initialization combined with the limitation of the value of $x_i(t)$. We enter the limitations of the $X_{\text{max}}$ position in the same way as in the case of speed (15), with one significant difference, if the particle is outside the area designated for the scales, its velocity is changed to the opposite and then its position is limited.

In the base case, the weights are randomly initialized from the range $[0, 1]$ and are not limited during the algorithm’s operation. The impact of initialization and the extended case with position limitation are presented in Table 6.

For the initialization cases considered, the most favorable ranges are $|X_{\text{max}}| = 2$ and the base configuration. In both cases, the testing error is the smallest and amounts to 0.0127 and 0.0107, respectively. The above conclusion is not, however, reflected in the results of the training sample. In this case, the best results for training the neural network are obtained for the base example and the constraints $|X_{\text{max}}| = 0.1$. The last two columns present the results of the constraint of the particle position, which shows that again the interval $|X_{\text{max}}| = 2$ and the base configuration seem to be the least convenient configuration.

**Introducing a regularization procedure to the PSO algorithm.** In the next step of our research, a regularization component is introduced to the training procedure. This factor is based on the optimization algorithm. The above is to prevent the neural network from being overfitted with the training data. During the research, the base case was compared with the instance in which the regularization is introduced. In the case of the regularization algorithm considered, the neural network recorded the following error values: $E_{\text{train}} = 0.0279$ and $E_{\text{test}} = 0.0285$. In this situation, no improvement in the operation of the neural network is observed, but in separate observations it is seen that the FFF neurons are much less likely to become saturated (Rakitianskaia and Engelbrecht, 2015).

<table>
<thead>
<tr>
<th>Initialization</th>
<th>$E_{\text{train}}$</th>
<th>$E_{\text{test}}$</th>
<th>Position limitation</th>
<th>$E_{\text{train}}$</th>
<th>$E_{\text{test}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>0.0043</td>
<td>0.0107</td>
<td></td>
<td>0.0043</td>
<td>0.0107</td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 10$</td>
<td>0.0236</td>
<td>0.0246</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 2$</td>
<td>0.0226</td>
<td>0.0192</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 1$</td>
<td>0.0054</td>
<td>0.0052</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 0.5$</td>
<td>0.0460</td>
<td>0.0490</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 0.1$</td>
<td>0.0020</td>
<td>0.0030</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 0.01$</td>
<td>0.0843</td>
<td>0.0821</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 0.001$</td>
<td>0.3033</td>
<td>0.3070</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Influence of speed limitation and initialization on the performance quality of the FFFNN.

<table>
<thead>
<tr>
<th>Initialization</th>
<th>$E_{\text{train}}$</th>
<th>$E_{\text{test}}$</th>
<th>Position limitation</th>
<th>$E_{\text{train}}$</th>
<th>$E_{\text{test}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>0.0043</td>
<td>0.0107</td>
<td></td>
<td>0.0043</td>
<td>0.0107</td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 10$</td>
<td>0.0844</td>
<td>0.0859</td>
<td>0.0950</td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 2$</td>
<td>0.0139</td>
<td>0.0127</td>
<td>0.0913</td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 1$</td>
<td>0.0107</td>
<td>0.0176</td>
<td>0.0815</td>
</tr>
<tr>
<td>$</td>
<td>X_{\text{max}}</td>
<td>= 0.1$</td>
<td>0.0096</td>
<td>0.0140</td>
<td>0.2545</td>
</tr>
</tbody>
</table>

Table 6. Impact of position limitation initialization on the FFFNN performance quality.
PSO procedure with minimum speed limitation. This part of the article presents the effect of modifying the PSO optimization algorithm by introducing a minimum speed limit $v_{\text{min}}$. This is tested as two variants. The first (A1) is consistent with the description of the algorithm provided in subsection 4.2. The second (A2) consists in substituting the minimum value when the minimum speed is exceeded. The results obtained by this procedure for changing the position update that was warm.

The base case does not include such limitations. The results of both scenarios (A1 and A2) are presented in Table 7.

The algorithm of minimum speed (A2) achieves better results than the A1 procedure in terms of training and testing errors. Still, an acceptable impact is obtained using the mean velocity substitution for the range $|v_{\text{min}}| = 0.001$. In this case, both indicators of the A2 algorithm are similar to the base case. The speed lower limit can be useful if the network is stuck at the local minimum, and by switching to medium speed, there is a chance it will come out of the local extreme.

PSO procedure with a geometric center of a swarm. The next stage of the research is to propose extending the standard PSO algorithm to the geometric center of the swarm through convergence. In this simulation, the time interval $T$ measured in epochs is tested so as to discover how often it is advisable to use this modification of the PSO algorithm. In this case, the parameters ($c_1$, $c_2$, $c_3$) are set based on recommendations of Chen (2008).

On the basis of Table 8 for the parameters $c_1 = c_2 = c_3 = 1.496$, introducing this additional procedure deteriorates the results achieved. The results obtained in this way do not correspond in any way to those obtained in other numerical experiments and in the base example. Moreover, the algorithm did not converge in any case. However, in the suggested configuration of $c_1 = c_2 = c_3 = 1.333$, good results are obtained, especially for the cases $T = 1$ and $T = 2$. For $T = 2$, the performance of the neural network is better for the test data than for the base case.

PSO procedure with grouping particles inside a swarm. The last modification presented in this article is a procedure for changing the position update that is dependent upon grouping the investigated particles within one of three categories. The results obtained on the basis of the algorithm presented in the previous part of the article showed no improvement compared to the base example. For the approximation example, the neural network recorded the following error values: $E_{\text{train}} = 0.0824$ and $E_{\text{test}} = 0.1083$. However, it should be emphasized that despite the poor end result, saturation of FFF neurons was observed much less frequently during the training process than in the base example.

6. Conclusions

The results of the analysis from the previous chapters allow for an idea of how many factors depend on the correct configuration of the FFF type neural network and its training algorithm. Over all, it can be said that there must be an appropriate balance between the selection of the parameters of J-K neurons and the PSO algorithm to achieve satisfactory network matching results that incorporate the lowest possible training and testing errors.

The configuration of best neural network is based on the appropriate selection of the initial value of $Q_0$. The number $r$ of recursion loops and the type of fuzzy logic operation. A base value of $Q_0 = 0.25$ seems to be a preferred starting value for the data under consideration. In the case of choosing a basic form, the choice should be trigonometric, whereby very good results have been achieved for normalized data. Determining the number of recursive loops $r$ was not so unambiguous, because with an increase in the number of loops, training errors decreased. But on the other hand, this was accompanied by a significant extension of the program duration. Thus, the number $r = 2$ is an effective compromise between these factors.

The best configuration of the parameters of the PSO algorithm is built on the appropriate selection of parameters $\omega$, $c_1$ and $c_2$ as well as the initialization and limitations of the velocity and position vectors. Many variants of the inertia coefficient and confidence coefficients were tested, and a convenient form of the training algorithm was obtained for the base case. For normalized data, the desired behavior is gained when the constraint values were $|v_{\text{max}}| = 0.1$. Limiting the range of weight initialization is the simplest and arithmetically most justified move for minimizing the training error.

Table 7. PSO procedure with minimum particle velocity limitation.

<table>
<thead>
<tr>
<th>Variant A1</th>
<th>Variant A2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>v_{\text{min}}</td>
</tr>
<tr>
<td>$</td>
<td>v_{\text{min}}</td>
</tr>
<tr>
<td>$</td>
<td>v_{\text{min}}</td>
</tr>
<tr>
<td>$</td>
<td>v_{\text{min}}</td>
</tr>
</tbody>
</table>

Table 8. Influence of extending the PSO procedure on the swarm’s geometric center.

<table>
<thead>
<tr>
<th>$c_i = 1.496$</th>
<th>$c_i = 1.333$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{train}}$</td>
<td>$E_{\text{test}}$</td>
</tr>
<tr>
<td>$E_{\text{train}}$</td>
<td>$E_{\text{test}}$</td>
</tr>
<tr>
<td>$T = 1$</td>
<td>9.4571 8.7413 0.0152 0.0202</td>
</tr>
<tr>
<td>$T = 4$</td>
<td>28.2332 29.4629 0.0134 0.0103</td>
</tr>
<tr>
<td>$T = 7$</td>
<td>19.7599 26.5320 0.0473 0.0479</td>
</tr>
<tr>
<td>$T = 10$</td>
<td>15.3353 14.4675 0.0511 0.0508</td>
</tr>
</tbody>
</table>
In this case, the algorithm in which the constraint was represented as $|X_{\text{max}}| = 0.1$ is characterized by providing the best solutions.

As part of this article, extending the PSO algorithm used in the training process of the FFF network was also examined. The addition of a regularization factor did not improve the performance of the training algorithm. Regarding the use of the minimum speed limit, in this case, acceptable results are obtained using the mean velocity substitution for the range $[-0.001, 0.001]$. Moreover, very satisfactory results are gained for application of the grouping of particles inside the swarm. For the case of $c_i = 1.333$ and with the time of launching, this modification being every 4 epochs, the results were very good. In the case of using the grouping procedure with respect to the geometric center of the swarm, no significant enhancement of the training algorithm was noticed.

In conclusion, numerical verification shows the positive property of FFFNNs allied with PSO as a training procedure, albeit with some modifications. It should also be underlined that in the examples of approximation in this study, neural networks with significantly lower complexity (a lower number of layers and neurons) than in the work of Lovassy et al. (2008a) were used.

This work does not deal with the issue of dynamic changes in the architecture of the neural network. Modifications of the number of neurons in hidden layers during the training process may complement the algorithms included in this paper and contribute to increasing the efficiency of FFF networks. This issue will be the subject of future research, as it requires either the use of other optimization algorithms (e.g., AG, AE) or a radical change in the structure of the PSO procedure.

In addition, it is worth emphasizing that the solution proposed in this article can be effectively applied to real issues, e.g., data classification. In additional research, FFFNNs, along with a PSO-based training procedure, performed as well as other known neural algorithms.
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