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Cyberbullying has become more widespread as a result of the common use of social media, particularly among teenagers
and young people. A lack of studies on the types of advice and support available to victims of bullying has a negative
impact on individuals and society. This work proposes a hybrid model based on transformer models in conjunction with
a support vector machine (SVM) to classify our own data set images. First, seven different convolutional neural network
architectures are employed to decide which is best in terms of results. Second, feature extraction is performed using four top
models, namely, ResNet50, EfficientNetB0, MobileNet and Xception architectures. In addition, each architecture extracts
the same number of features as the number of images in the data set, and these features are concatenated. Finally, the
features are optimized and then provided as input to the SVM classifier. The accuracy rate of the proposed merged models
with the SVM classifier achieved 96.05%. Furthermore, the classification precision of the proposed merged model is 99%
in the bullying class and 93% in the non-bullying class. According to these results, bullying has a negative impact on
students’ academic performance. The results help stakeholders to take necessary measures against bullies and increase the
community’s awareness of this phenomenon.
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1. Introduction

Bullying is a behavioral issue that has attracted the
attention of educators and policy makers all over the
world. It is also defined as a situation in which one or
more students repeatedly perpetrate purposeful verbal or
physical abuse on one or more peers. Bullying is a serious
problem which can affect school achievements, but it
is often disregarded (Delprato et al., 2017; Longobardi
et al., 2022). Cyberbullying is becoming an increasingly
widespread problem all over the world. In essence,
cyberbullying is very similar to the form of bullying that
many children have unhappily been accustomed to at their
schools. The only difference is that it happens online,
rather than in person.

Cyberbullying is the act of bullying someone using
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digital media technology. With the advent of the Internet
and mobile devices, a new euphemism for bullying has
developed. It is a crime perpetrated by minors who have
access to technologies like cell phones, instant messaging,
e-mail, chat rooms, or social networking sites like
Facebook and Twitter to harass, threaten, or intimidate
someone online. Cyberbullying may have serious
consequences, especially for children and teenagers which
causes a lot of emotional and psychological problems.
Anxiety, fear, depression, a low self-esteem and a lack of
success at school can be experienced by children who are
subjected to such activities (Hellsten et al., 2021; Devidas
et al., 2021; Blachnik, 2019).

Social media have over 330 million active users
and most of them are in the age ranging from 18 to
65. Children under 18 years old, most of them growing
in developed countries, also actively use social media
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tools for bullying purposes. Due to the amount of
personal data shared and interactions among users, social
networking sites have offered a platform for cyberbullying
by youngsters (Alim, 2015; Elmezain et al., 2021). The
age group containing victims of cyberbullying is for
teenagers between 12 and 18. Children, young adults
(particularly girls), and students are the most prevalent
targets of cyberbullies. According to a survey by Sophia
(Abaido, 2019) on 7,200 US teenagers in 2014, 59%
of teenagers interviewed used social media containing
images, text, and videos. There are many examples of
bullying in social media, such as harassment, sexting,
cyberstalking, deceit, impersonation, and sending harsh
messages via email.

According to cyberbullying data from 2019, about
43% of youngsters (mostly girls) have experienced
some form of online harassment. More than half of
the Internet users in the United States (53%) have
experienced cyberbullying, with 37% reporting serious
online harassment, such as physical threats (22%),
sexual harassment (18%), stalking (18%), and persistent
harassment (17%) (Setiana and Besar, 2021).

Bullies use a variety of techniques to agitate
individuals with their nasty thoughts. This paper
focuses in some cyberbullying, which can be done by
flaming, harassing, exclusion, stalking, framing, dissing
and trolling (McGuire and Norman, 2018; Cortis and
Handschuh, 2015; Ibrahem et al., 2020).

A primary issue with cyberbullying is persistence
because digital technologies let young people connect
instantaneously and constantly 24 hours a day; finding
a respite from cyberbullying can be difficult. If not
reported and erased, the vast majority of information
given electronically becomes permanent and public. A
bad on-line reputation, especially for bullies, may affect
college admissions, employment, and other parts of life.
Another issue is that cyberbullying is hard to notice. It is
harder to detect since teachers and parents may not hear
or see it.

The motivation for this paper is the need for more
research on different sorts of information linked to
cyberbullying, notably advice and help associated with
countering it. This information can help victims of
cyberbullying of all ages, including many teenagers,
find a support network. In this study, about 1200
images associated with cyberbullying were extracted and
analyzed. A hybrid model has been developed to
classify the images in this data set and make predictions.
The features of the data are extracted using ResNet50,
EfficientNetB0, Mobilenet, and Xception architectures,
and then used as input to a convolutional neural network
(CNN) in conjunction with an SVM for prediction after
the optimization process (Zohair et al., 2021).

The main points of this study are as follows:

• Bullying has a negative impact on academic
performance, and students’ social emotional skills
can help them deal with it.

• Governments must enforce binding laws for
criminalizing the phenomenon of bullying.

• Social emotional skills should be considered in
anti-bullying programs.

• Raising awareness of the problem among parents and
the society will help to addressing it.

• To the best of our knowledge, this study is the first
examination of many diverse types of cyberbullying
behaviors. The results support the importance of
understanding and preventing exposure to harmful
cyberbullying activities among youths.

• The accuracy rate of the proposed merged models
with the SVM classifier achieved 96.05%.

The paper is organized as follows: Section 2 presents
the related work. Section 3 introduces the proposed
methodology. Sections 4 present the experimental
observations. In Section 5, the conclusions and proposed
future studies are presented.

2. Related work

Bullying is not only a widespread problem, but it is
also extremely costly, especially when both victims
and perpetrators of bullying suffer from negative
consequences throughout their lives, as Sarzosa and Urzúa
(2015) point out. Repeating this conduct several times
might reveal emotional vulnerability and a great level of
psychic pain in the oppressor. According to StopBully
ing.gov, 160,000 children miss school every day in the
United States due to a fear of being bullied (representing
15% of all students missing classes); bullying victims
are 2 to 9 times more likely to consider suicide than
non-bullying victims; and at least 50% of young people’s
suicides in the United Kingdom are related to these
experiences.

There are studies employing deep learning methods,
according to the literature review on the issue. Rui Zhao
and Chen (2019) employed a data set with five classes. To
classify photos, they employed a multi-label classification
strategy that included a CNN and an RNN. They
mentioned that they employed the CNN to extract features
and then the RNN structures to further process these
features. In this investigation, the maximum accuracy rate
was found to be 92.63%.

Kibriya et al. (2015) conducted a survey of 7323,
Ghanaian eight graders in 2011 to investigate school
bullying. Bullying has a negative influence on arithmetic
scores, according to the findings, with the size of the effect
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being greater in girls. In the case of students who have
a female teacher, the impact of bullying is reduced. To
validate their findings, the authors used propensity score
matching and a set of robustness tests. According to them,
anti-bullying policies must take gender into consideration.

Bullying is linked to poor academic achievements
in the majority of studies (Le et al., 2005; Kosciw
et al., 2012; Ponzo, 2013). According to Boulton and
Underwood (1992), bullying victims are more likely to
experience melancholy and loneliness at school, as well
as have fewer close friends.

According to Fekkes (2006), children who have been
bullied are more likely to develop new psychosomatic and
psychosocial problems than children who have not been
bullied, implying a difficult time dealing with loneliness,
anxiety, and depression, which can be linked to academic
performance due to the expected struggles students may
face when confronted with such challenges.

Previous studies have found that bullying victims are
more prone than non-bullied youngsters to develop new
psychosomatic and psychosocial issues. These studies,
on the other hand, are missing several potential elements
that could help us tackle these issues (Malki et al., 2020;
Atlam et al., 2022).

3. Methodology

In the following subsection many CNN architectures
models such as EfficientNetB0, MobileNetV2, ResNet-50
and Xception in addition to SVM classification
(CNN-SVM) models are discussed in detail (Fig. 2).

3.1. Pre-trained models. The study uses CNN
models, which are becoming increasingly popular as
technology advances (Emine Cengil, 2019; Hark and
Turgut Özal, 2019). Three stages are carried out for this
work. For the first stage, pre-processing is performed on
our own data set, which contains 1200 images of positive
and negative bullying.

In the second stage, seven most known
pre-trained architectures like MobileNetV2, ResNet50,
EfficientNetB0,Xception InceptionResNetV2 and
NASNetLarge are used (Fig. 1).

The Mobilenet is the initial model used in this
research that was developed by Harjoseputro et al. (2020).
Instead of using the traditional convolution approach, the
depthwise separable convolutions technique is employed
to extract features in this model. This technique’s
feature extraction can be done with 8 or 9 times fewer
parameters than a normal convolution procedure. Various
improvements were made to the model to make it faster
and more efficient (Sandler et al., 2018). Using 1 × 1
convolutions, the size of feature maps was also lowered.

ResNet-50 is a very deep CNN architecture that
uses residual learning to solve the degradation problem.

The ResNet-50 architecture was used to fit the training
data without transfer learning because the initial weights
were derived on a completely different type of data
and are therefore unlikely to be of any benefit (Tripathi
et al., 2020). ResNet’s main features are residual learning
and identity mapping. The skip connection acts as an
identity mapping for the block inputs. Going deeper in
typical convolutional networks has a significant impact
on the network’s performance. Due to consecutive
multiplication, vanishing gradients may occur in these
networks, causing the gradient value to become too
small during backpropagation. The remaining blocks
ensure that reverse propagation is unaffected. To
put it another way, residual learning is accomplished
by feeding data into the output of a single-layer or
multi-layer convolutional network, integrating them, and
then applying the ReLU activation function. The output
convolution network is given the necessary padding to
make it the same size as the input. The network not
only solves the issue of vanishing gradients, but it also
stimulates feature reuse, which increases the outputs’
feature variance (Radhika et al., 2020).

The EfficientNetB0 model is the second one used in
this study. The EfficientNet model was created by the
GoogleBrain team to improve the ‘CNN’s performance.
According to them, the term “depth” refers to the
addition of extra layers between or above the previously
existing deep convolution model. As a result, as more
computational power and resources are required, the
growth in depth layers is considered to increase the
performance of our method. The depth, width, and
resolution characteristics were all considered when the
EfficientNet model was created (Mingxing Tan, 2019).

Xception is a depth-wise separable convolu-
tions-based deep convolution neural network architecture.
The “extreme” version of an inception module is known
as Xception. The inception module performs numerous
transformations on the same input before merging the
results, allowing the model to pick which features to adopt
and by how much. It is still computationally inefficient.
These convolutions occur not just in terms of space, but
also in terms of depth as a result, with every additional
filter. The researchers working on the Inception module
were able to concatenate several layer modifications in
parallel as a result of this reduction, resulting in a CNN
that was wide and deep (Cleetus et al., 2021).

InceptionResNetV2 is a convolutional neural
network based on the Inception family of designs,
but with residual connections (which replace the filter
concatenation step in the Inception architecture) (Zhang
et al., 2021).

The NASNet-Large convolutional neural network is
trained on a larger number of photos from a database. The
network can categorize photos into item categories and
outputs a NASNet-Large convolutional neural network
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Fig. 1. Estimating cyberbullying with the CNN model.
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Fig. 2. Estimating cyberbullying with the proposed model.

that has been pre-trained (Zhang et al., 2021).
Figure 1 shows the working logic of the pre-trained

EfficientNetB0, MobileNetV2, and ResNet-50
architectures on the data set. The findings achieved
at this stage are the same as those obtained at the previous
stage, which were produced using pre-trained CNN
architectures.

Each architecture extracts the same amount of
features as the data set’s images, which are subsequently
concatenated. Finally, these features are optimized and
then provided as input to the SVM for prediction of either
positive or negative bullying. The attributes of the images
in the data set containing bullying and non-bullying
photos were extracted using the CNN architectures
MobileNetV2, EfficientNetB0, and ResNet50.

These characteristics are derived from the
architecture layer preceding the Softmax layer.
Data properties are retrieved from the Logits layer
in the MobileNetV2 architecture, and from the
EfficientNet-B0–model–head–dense–MatMul layer in the
EfficientNetB0 architecture. Obtaining these qualities via
traditional approaches is a difficult task. Because these
traits are manually retrieved, this procedure necessitates
specialist knowledge, which is a time-consuming phase
(Eroğlu et al., 2021). Deep learning architectures
execute feature extraction automatically. The SVM

classifier is given features collected automatically
in the MobileNetV2, EfficientNetB0, and ResNet50
architectures. The collected results are the second stage
of the research. Figure 2 shows how this level works.

The features collected individually in the
MobileNetV2, EfficientNetB0, and ResNet50 designs
were integrated in the third step of our study. Each
architecture’s attribute map has 1500 × 1000 pixels.
The size of the feature map obtained after the merging
procedure is 1500 × 3000 pixels. During the merging
process, the number of features does not change. The goal
is to put the properties of each datum in distinct designs
next to one another, rather than under one another. The
features of the three architectures are combined in this
fashion (Eroğlu et al., 2021). With the suggested model,
the concatenated features are exposed to a classification
process. The working logic of the suggested model is
depicted in Fig. 2.

3.2. SVM classification. The suggested approach is
based on the SVM, which has excellent generalization
properties and a very accurate paradigm. The main
rationale for utilizing the SVM is its ability to
solve the overfitting problem that happens in neural
networks (Elmezain, 2016; Elmezain and Ibrahem,
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2021). Furthermore, it has a risk-minimization structural
principle. The SVM has a structure that allows it to
run dichotomic classes, especially in higher-dimensional
spaces, as well as hypothesize a maximal separation
hyperplane. Our approach depends on obtaining
the separating hyperplane via maximizing the distance
between two parallel hyperplanes as in Fig. 3.

As a result, a good separation based on the
largest distance is carried out, which results in a low
generalization error of the classifier over the hyperplane.

Assume that the learning data set is represented as
D = {(xi, yi)|xi ∈ R

d, yi ∈ {−1,+1}}, where x is
to the observation features, y refers to the labels of the
SVM. In addition, the idea deal with the learning problem
by providing some instances that make it possible to go
beyond the margin constraints (Redi and Merialdo, 2012).
The slack parameters are used to articulate prospective
margin violations and penalty criteria to prevent them. To
train the SVM linearly, the following function is used:

f(x) = sign(w · x+ b), (1)

where w denotes a weight vector, and x denotes an input
sample. The threshold value is b. Using an SVM trainer,
the maximum margin for data hyperplanes is considerably
increased. The hyper plane margin is maximized to get the
shortest distance between the hyperplane and the support
vector. Therefore, the SVM is written as follows:

γ =
2

‖w‖ . (2)

In this case, γ is at the hyperplane’s margin. The
maximized margin for the hyperplane is shown in Fig. 3,
and the input data are split and mapped linearly using the
SVM in a high-dimensional domain as in Fig. 4.

The conclusion of the SVM, which gives a high
score to all labels, is based on relevance scores computed
with respect to two classes with the same values. As a
result of the dot product and the kernel trick, the mapping
has no effect on the learning time. The SVM as a
classifier is the best and strongest against the curse of
dimensionality, especially when extracting more features.
Furthermore, multiple studies using SVMs have produced
acceptable results in a variety of domains. The SVM
has the advantage of allowing regression optimization
to be corrected through testing and learning processes.
Using duality features, the margin and the kernel type, the
SVM technique can be restructured in terms of domain
difficulties. SVMs are used to overcome problems such as
local minima and nonlinearities. Furthermore, SVMs can
distinguish between labels and properly segregate them.

3.3. CNN-SVM model. Learning an observation
model is an important part of training an SVM. A CNN
for modeling observation features is preferred to SVMs

Fig. 3. Hyperplane margin.

Fig. 4. Kernel function mapping from input data to a richer fea-
ture space.

Fig. 5. Graphical representation of a CNN.

in this work. A CNN is a neural network model with
an input layer, two or more hidden layers, and an output
layer. Figure 5 shows a graphical representation of the
CNN model.

The variables are represented by the nodes, and
the weighted parameters are represented by the linkages
between the nodes. The direction of information flow via
the network is indicated by arrows. A CNN contains many
more parameters than a standard three-layer ANN since it
has a lot of hidden layers in which each hidden layer has
more units. Because of the large number of parameters,
CNN can automatically extract features for categorization
with respect to raw sensor data. The data vector from
a frame is supplied into the input units of a CNN. The
activation probability yj of each hidden unit j is computed
via the inputs of the previous layer,

yj =
1

1 + e−mj
, mj = bj +

∑

i

yiwij , (3)
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where wij denotes the weight of the link between units
j and i. Unit j has bias bj . The previous layer’s unit yi
has i as its input. The activation probabilities of the units
in this layer are then passed on to the next layer as inputs.
The output unit j, employs “softmax” to convert the inputs
from the previous layer into a classification probability pj .

pj =
emj

∑
k e

mk
, mj = bj +

∑

i

yiwij , (4)

where k is an all-classes index. The weights and
biases of the CNN can be set using either a random
initialization strategy or Hinton’s pre-training method
(Hinton et al., 2006), which entails treating every two
surrounding layers as a restricted Boltzmann machine
(RBM). After initializing the parameters, the complete
network is trained with the information from the labels
using the backpropagation algorithm to optimize the
parameters.

Following CNN training, the CNN generates the
class probabilities p(Zt|xt) for an observation xt at time
step t. When the number of classes is N , Eqn. (4) yields
(P1, P2, . . . , PN ) for p(Zt|xt). The emission probability
is estimated by dividing the CNN outputs by the total
number of the corresponding classes.

4. Experimental evaluation

The data set used in this study, as well as the
model outcomes, are thoroughly analyzed. Moreover,
experimental evaluations for the proposed model are
explored step by step with figures.

4.1. Data collection. Cyberbullying is defined as any
form of harassing, threatening, or degrading language
over the Internet.

Here are some of the most intriguing cyberbullying
statistics:

(i) The most common kind of online bullying is by mean
remarks, which account for 22.5% of all incidents.

(ii) 35% of those polled shared a screenshot of
someone’s status or image in order to make fun of
them.

(iii) When asked why they were bullied, 61% of teenagers
said it was because of their physical appearance.

(iv) 56% of those who had been harassed on-line said that
they had been harassed on Facebook.

(v) Cyberbullying affects 7 out of 10 young individuals
before they reach the age of 18.

About 1200 images connected with cyberbullying
were retrieved and analyzed for this study. The data set is

Table 1. Label distribution for the data set.
Labels Training set Testing set
Yes 502 115
No 489 113

collected by the authors and many students. This data set,
called the bullying data set, was taken from free Internet
websites such as Unsplash and Pixabay, which feature all
of the images, designs and HD videos under a Creative
Commons Attribution (CC0) license, making it safe for
personal and commercial use without having to ask for
permission. According to https://unsplash.com/
s/photos/cyberbullying and https://pixab
ay.com/images/search/cyberbullying/, the
collected data set consists of two main classes. These
classes are bullying class “Yes (1)” and non-bullying
class “No (0)” of cyberbullying. Table 1 shows the label
(Yes/No) distribution for the data set. By using the images
in these data set, it is aimed to predict the cyberbullying
more cheaply and accurately by using the proposed SVM
models. Figure 6 shows sample images of each of the
classes utilized in this data set for No and Yes classes. The
data set used includes 617, and 602 images in Yes and No
classes, respectively.

4.2. Evaluation: Performance metrics. A range of
criteria, such as accuracy, precision, recall, and F1 score,
can be used to assess the usefulness and efficiency of
different categorization methods. The outputs of each
binary classification model can be classified into four
groups: true positive (TP), true negative (TN), false
positive (FP), and false negative (FN) (Gad and Hosahalli,
2020; Atlam et al., 2000).

The amount of accurately categorized (TN and TP)
predictions made across all types of forecasts is defined as
the model accuracy,

accuracy =
TP + TN

TP + TN + FP + FN
(5)

The fraction of items correctly identified as positive
out of the total number of items correctly identified as
positive is known as precision.

precision =
TP

TP + FP
(6)

The number of items accurately classified as positive out
of the total number of true positives is referred to as recall.

Recall =
TP

TP + FN
(7)

Precision and recall are used to produce theF1 score,
with 1 being the best and 0 being the poorest. The F1

https://unsplash.com/s/photos/cyberbullying
https://unsplash.com/s/photos/cyberbullying
https://pixabay.com/images/search/cyberbullying/
https://pixabay.com/images/search/cyberbullying/
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Fig. 6. Samples from our own data set, where the top row (a) includes non-bullying class images “No”, while the bottom row (b)
contains images of bullying class “Yes”.

score is obtained as the harmonic mean of precision and
recall,

F1 = 2 · precision · recall
precision + recall

. (8)

4.3. Analysis. The study is mainly focused with
images that depict cyberbullying in action. The results of
the research were achieved through the use of the Google
Colab environment. The computer that was utilized in the
study was equipped with a Linux operating system, 16
GB of RAM, and a GUP video card. Performance of the
models under consideration was assessed using confusion
matrices. Accuracy, sensitivity, specificity, and F1-score
were all computed individually using confusion matrices.

The outcomes of the first stage of implementation
were obtained using seven CNN architectures that had
been previously trained. The data set was partitioned
into two training and testing subsets, each containing 80%
and 20% of data, respectively. The obtained confusion
matrices for the employed architectures are provided in
Figs. 7 and 8. The MobileNetV2 model classified 171 out
of 228 test images correctly, and 57 of them are classified
incorrectly as shown in Fig. 7. The average accuracy
value of the model was 76.32%. The MobileNetV2 model
achieved a precision of 72 % in the Yes class, and 79% in
the No class, for a recall of 81% in the Yes class, and 69%
in the No class.

On the other hand, the EfficientNetB0 model
correctly predicted 213 of the 228 images used for testing,
while 15 incorrectly predicted as shown in Fig. 7. The
average accuracy value of this model is 93%. The
efficientNetB0 model achieved a precision of 96% in the
Yes class, and 91% in the No class. The EfficientNetB0

model achieved a recall of 90% in the Yes class, and 97%
in the No class. Furthermore, 130 out of the 228 photos
included in the InceptionResNetV2 model’s testing set
were correctly classified, whereas the remaining 98 were
wrongly classified. In the model, the average accuracy
value attained is 57%. In the Yes class, the model
produced a 57% F1-score, whereas in the No class, it
achieved a 57 % F1-score.

As demonstrated in Fig. 8, the NASNetLarge model
accurately predicted 187 out of 228 photos used in the
test, whereas 41 photos were wrongly predicted. The
model’s average accuracy is 82% . The NASNetLarge
model had a precision of 79% in the Yes class and
861% in the No class. In addition, in the Yes class, the
NASNetLarge model yielded a F1-score of 83%, whereas
in the No class, it produced a F1-score of 81%. Finally,
in the ResNet50 model, 206 out of 228 photos used for
testing were correctly classified, whereas 22 were wrongly
classified. In the model, the average accuracy value
attained is 90%. In the Yes class, the model produced a
90% F1-score, whereas in the No class, it attained a 91%
F1-score.

The second phase of our study was then completed.
The top four models MobileNetV2, Xception,
EfficientNetB0, and ResNet50 architectures were
used to extract features. The number of features extracted
and concatenated by each architecture is the same as the
number of photos in the data set. The SVM classifier
receives the characteristics obtained in each architecture
and concatenates them. The SVM classifier was used
to identify these features after they had been optimized.
219 out of 228 photos were successfully predicted by the
suggested model, while 9 were incorrectly predicted. In
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Fig. 7. Confusion matrix for EfficientNetB0, MobileNet, MobileNetV2 and InceptionResNetV2 models.
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Fig. 8. Confusion matrix for NASNetLarge, ResNet50, Xception and Merged + Softmax.

the “Yes” class, the model had a precision of 99% , and in
the “No” class, it had a precision of 93%. The accuracy
of the combined models + the SVM classifier was 96%.
The suggested performance criteria are listed in Table 2.
The merged model had the greatest accuracy value of all
the models considered.

Visualizing the performance of a machine learning
model is a straightforward method of making sense of the
data that comes out of the model. Using this information,
we can determine which modifications are necessary to
the model parameters or hyperparameters that impact the
machine learning model. The number of nodes per layer
and the total number of layers in the neural network
are hyperparameters that can have a significant impact
on the model performance. Visualizing the fitness of
the training and validation sets can assist in optimizing
these parameters and in developing a more accurate
model. One of the most challenging aspects of any deep
learning technique is generalizing the model so that it
is good at predicting reasonable results with additional
data. Visualizing the relationship between training and
validation accuracies across a number of epochs is a
useful tool for determining whether or not the model has
been trained properly. The accuracy curve is also one
of the most commonly used curves to understand the
behavior of neural networks. A curve with both training
and validation accuracies is more meaningful. Figure 9
shows the relationship between the training and validation
accuracies as a function of the number of epochs.

5. Discussion

Bullying has always taken the form of stronger individuals
preying on the weaker ones, and with the advancement
of technology, it has now migrated to the Internet as
well. Bullying is a social problem that has captured the
attention of educators and policymakers in a number of
states in recent years, particularly in India, Brazil, and
United States. Additionally, bullying is a situation defined
by the repeated use of aggressive verbal or physical abuse
towards one or more peers by one or more individuals.
Bullying has a tremendous influence on the lives of many
persons. According to cyberbullying data, the most
widely utilized platform for cyberbullying is Instagram,
followed by Facebook and Snapchat. Cyberbullying is a
typical occurrence for people who play online multiplayer
games. Although YouTube has a large number of users,
approximately a tenth of those individuals have reported
being a victim of cyberbullying on the website thus far.

Cyberbullying victims have low self-esteem,
sadness, and heightened social anxiety, with many
considering suicide as a result. Consequently,
cyberbullying has been associated with a number of
undesirable effects such as drug abuse, eating disorders
and alcoholism, as well as lower levels of academic
performance. All of this serves to raise awareness about
the hazards of cyberbullying and the importance of taking
action to combat it. These serious cyberbullying statistics
demonstrate how big the destructive impact of bullying
is, and how critical it is to take a decisive action to put an
end to it once and for all. It is essential for the general
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Table 2. Classification report of the proposed merged model.
Precision Recall F1-score Support

Yes 0.99 0.93 0.96 113
No 0.93 0.99 0.96 115
Accuracy 0.96 228
macro avg 0.96 0.96 0.96 228
weighted avg 0.96 0.96 0.96 228

Fig. 9. Accuracy curve of the proposed model.

health of those who are being targeted. People who were
cyberbullied experienced social anxiety in 41% of cases,
anxiety in 37% of cases, and even suicidal thoughts in
26% of cases. The results of a 2017 study conducted by
Statistic indicated that a significant percentage female
victims of cyberbullying suffer from a variety of negative
consequences that affect their mental health and general
well-being. Cyberbullied women reported feeling
helpless in their abilities to respond to the abuse, and a
whopping 66% reported being unable to sleep properly
as a result. Another notable negative consequence of
cyberbullying is a decrease in self-confidence, which was
observed in 61% of young women respondents to be the
case.

Professionals make every effort to address or prevent
this occurrence. Different professionals, including family
members or society and police officers, are collaborating
everyday to help bullied persons overcome their issues.
Numerous social organizations have been established to
provide assistance and actual solutions for a large number
of bullied individuals. However, the organizations make
big efforts to simplify and reduce the cost of these
solutions, as well as to enhance the validity of the results.
While the majority of people are aware of the facts about
bullying and cyberbullying, only a minority are aware of
how to handle it. Those who observe it seldom intervene,
mostly because they are afraid of the consequences of
being involved themselves. It is common for parents to
be unaware that their kid is being cyberbullied because
most youngsters feel it to be a typical occurrence and

do not want to inform their parents about it. On social
media sites, most students seek to avoid cyberbullying by
blocking the bullies, and so far, this appears to be the most
effective method.

Websites like StopBullying.gov have recently
gained popularity, offering victims of bullying the tools
they need to seek help and reclaim their lives. Many
children are aware of the dangers of cyberbullying. One
way to avoid cyberbullying is to share as little personal
information online as possible. Bullies are less likely to
harass someone they do not know to exist. State and
policy implementations impact cyberbullying rules in the
US. Cyberbullying and online harassment are crimes in
48 states, while criminal consequences are in place in
44 states for those who participate in it. Young people
believe social media platforms should do more to address
cyberbullying. While blocking bullies on social media
may seem like an ideal option, blocking them does not
stop them from spreading rumors and harassing others
online.

Using artificial intelligence techniques, it will be able
to conduct the classification of the real images collected
from different locations. This work utilized deep learning
architectures to build a bullying classification model. The
proposed technique achieved a 96% accuracy, which was
impressive. Using pre-trained MobileNetV2, ResNet50,
and EfficientNetB0 models, the suggested technique
achieved the needed. The features taken from the input
image are then classified using the SVM classifier. The
trained ResNet50, EfficientNetB0, MobileNet, Xception,
NASNetLarge, MobileNetV2 and InceptionResNetV2
architectures were merged to produce the features. When
these combined features were classified in the SVM
classifier, the best results were obtained. Table 3 shows
the accuracy results obtained in the first and second
phases of the experiments. In terms of accuracy, the
results produced by the combined model outperform those
obtained by pre-trained models.

Complications exist on two levels: during training
and during testing. We estimate the vector w and the bias
b by solving a quadratic problem during training for linear
SVMs, and prediction is linear in the number of features
and constant in the amount of training data during testing.
The number of support vectors (which can be constrained
by the training set size multiplied by the training set error
rate) and the number of features are determined during
training, and the hardness of testing is determined by the
number of support vectors (which can be constrained by
the training set size multiplied by the training set error
rate) and the number of features.

The training data set in our proposed approach is 991
images with a 0.009 error rate, hence the time complexity
is O(991× 0.001).

The values in Table 3 are ordered from highest to
lowest accuracy. The suggested merging technique gets

https://www.stopbullying.gov/
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the best results in terms of accuracy, recall, precision, and
F1-score.

Additionally, when the suggested model is compared
with other studies in the literature, as shown in Table 6,
successful findings are achieved.

Figure 10 illustrates a real-world example of the
suggested model, as well as the predicted probabilities for
the Yes and No classes. From Fig. 10, it is clear from the
output of one of the images that class Yes is predicted with
a probability of 0.007% and class No is predicted with
a probability of 99.993%. However, the probability of 1
occurs even when there is no indication of cyberbullying
in a image, which is acceptable for images that include an
image of some desired class. In the bottom row example,
using the probability distribution, class Yes is predicted
with a probability of 100% and class No is predicted with
a probability of 0.0% in Fig. 10.

6. Conclusion

Cyberbullying is a crime that occurs when someone
expresses anger, envy, filthy language, or insulting
comments in writing, speech, or gestures. While many
countries are attempting to enact anti-bullying legislation,
an effective preventative solution has yet to be developed,
and many citizens are dissatisfied with how bullying is
dealt with. While many countries are attempting to enact
anti-bullying legislation, an effective preventative solution
has yet to be developed, and many citizens are dissatisfied
with the way bullying is handled in their countries.

In this study, a hybrid classified model based on
transformers in conjunction with an SVM model is
proposed to predict whether or not bullying takes place.
The accuracy rate of the proposed merged models with
the SVM classifier achieved 96.05%. Furthermore, the
classification precision of the proposed merged model is
99% in the bullying class, and 93% in the non-bullying
class. According to these results, bullying has a negative
impact on students’ academic performance. Moreover,
it helps stakeholders take an appropriate action against
anti-bullying and raising community awareness of the
problem. Future works will focus on using Twitter
texts with Google form questionnaires for classifying
cyberbullying and how to stop it.
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