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#### Abstract

The paper describes a new RBF-FD based technique to compute quadrature weights on the sphere. In the proposed method, the sphere is divided into rectangles in the latitude-azimuth coordinate system, and the function is integrated over each rectangle using RBF interpolation. The method is easy to implement and its accuracy is comparable to that based on SPH expansions. One advantage of the proposed method is its ability to handle non-uniform node distributions. On this respect, we propose a new algorithm to cluster nodes in regions of steep changes in the function. It is a repulsion-based algorithm with a non-uniform distribution of electrical charges. We show that, using node clustering, the accuracy of the method can be significantly improved.
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## 1. Introduction

The calculation of solutions of PDEs over the surface of the sphere (Fornberg and Piret, 2008; Flyer and Forberg, 2011; Flyer et al., 2012; 2014; Fornberg and Flyer, 2015) has a significant number of applications in geophysics and mathematical biology. Once the solution is obtained, it is often necessary to provide total or average values of the dependent variables in order to interpret the results. These quantities are computed using numerical quadratures over a typically large number of nodes, which may exhibit a variable spatial density to improve the resolution in regions where the function varies rapidly. Another application of the techniques presented in this paper is the numerical solution of boundary integral equations. Since the seminal work by Atkinson (1982) a significant number of works on this subject has been carried out. For instance, Bruno and Kunyansky (2001), Klöckner et al. (2013) as well as Klinteberg and Tornberg (2016) address the case of singular boundary integral equations.

For the integration of general functions, quadrature methods perform better when the nodes are near-uniformly distributed. Thus, much of the work carried out in the past was focused on near-uniform node sets specially designed for numerical quadrature on the

[^0]sphere (Stroud, 1971; Bazant and Oh, 1986; Ahrens and Beylkin, 2009), and their weights were tabulated for different values of the total number of nodes. On the sphere, these quadrature weights are determined by requiring exact results for as high order spherical harmonics (SPH) as possible.

There are also near-uniform node sets that were not specifically designed for quadrature on the sphere. The most common ones are the minimal energy (ME) nodes and the maximal determinant (MD) nodes. The former correspond to the equilibria locations of mutually repelling point charges, while the latter are constructed optimizing the conditioning of spherical harmonics interpolation. Both types of node sets have been used to calculate and tabulate weights using spherical harmonics (Womersley and Sloan, 2003). Although Hesse et al. (2010) showed that computation of quadrature weights for ME nodes using spherical harmonics often led to numerical instabilities, Fornberg and Martel (2014) proved that the instabilities associated with computing quadrature weights for ME nodes using SPH were due to rank deficiency, and this could be easily avoided by using a least-squares approach with a slightly reduced SPH order.

However, computing quadrature weights using SPH expansions has two main drawbacks: high computational
cost $\left(\mathcal{O}\left(N^{3}\right)\right)$ and the requirement of quasi-uniform node distributions. These two limitations spurred the development of alternative approaches, such as RBF based interpolation and quadrature (Sommariva and Womersley, 2005; Fuselier et al., 2014). Recently, Reeger and Fornberg (2016) as well as Reeger et al. (2016) proposed a new approach that borrows its concept from RBF generated finite differences (RBF-FD) (Fornberg and Flyer, 2015). With this method, the computational cost becomes order $\mathcal{O}(N \log N)$ and it allows for local node refinement. The method starts by creating a Delaunay spherical triangulation on the surface of the sphere, and projecting each triangle and some nearby nodes to a tangent plane. Quadrature weights are then computed for each triangle, and these weights are finally combined to obtain the full weight set for the sphere.

In this paper we propose an alternative and simpler RBF-FD based technique that does not need Delaunay triangularization or projection to a tangent plane. In the proposed method, the sphere is divided into rectangles in the latitude-azimuth coordinate system, and the function is integrated over each rectangle using RBF interpolation. For comparison purposes, we also compute quadrature on the sphere using a global RBF method. Numerical tests of the proposed method are carried out on three different integrands that have been used in the literature (Fornberg and Martel, 2014; Sommariva and Womersley, 2005; Fuselier et al., 2014; Reeger and Fornberg, 2016; Reeger et al., 2016; Beentjes, 2015).

We also analyze the behavior of the method in the case of a non-uniform distribution of nodes. To this end we propose a new algorithm to cluster nodes in regions of steep variation in the function. It is a repulsion-based algorithm with non-uniform distribution of electrical charges. We find that there is a significant improvement in accuracy when nodes are concentrated in regions where the function changes abruptly.

The paper is organized as follows. Section 2 describes the method used to compute quadrature weights in the sphere using global RBF interpolation. Section 3 describes the corresponding method using local RBF interpolation. These sections also contain numerical results related to application of each of the methods to a set of reference functions. Section 4 describes an algorithm to distribute nodes in the sphere which are nearly equispaced locally but with different node densities in order to cluster nodes in the regions of interest. These nodes are used to compute quadrature with the proposed method. Section 5 summarizes the main conclusions of this work.

## 2. Global RBF based quadrature

In this section we describe the procedure to compute the integral of a function, $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$, on the surface of the
unit sphere, $\mathcal{S}_{2}$, using global RBF interpolation. Given a set of $N$ scattered points, $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}, \mathbf{x}_{i} \in \mathcal{S}_{2}$, our goal is to compute the quadrature weights, $w_{i}$, to approximate the value of the integral as

$$
\begin{equation*}
\int_{\mathcal{S}_{2}} f \mathrm{~d} S \approx \sum_{j=1}^{N} w_{j} f\left(\mathbf{x}_{j}\right) \tag{1}
\end{equation*}
$$

We start by computing the RBF interpolant of the function

$$
\begin{equation*}
f(\mathbf{x}) \approx s(\mathbf{x})=\sum_{i=1}^{N} c_{i} \psi_{i}\left(\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right) \tag{2}
\end{equation*}
$$

where $\psi_{i}\left(\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right)$ is an RBF.
The coefficients $c_{i}$ are computed by imposing the interpolation conditions, $s\left(\mathbf{x}_{i}\right)=f\left(\mathbf{x}_{i}\right)$, so that

$$
\begin{equation*}
\mathbf{c}=A^{-1} \mathbf{f} \tag{3}
\end{equation*}
$$

Here, $\mathbf{c}$ and $\mathbf{f}$ are vectors containing the values of $c_{i}$ and $f\left(\mathbf{x}_{i}\right)$, respectively, and $A^{-1}$ is the inverse of the RBF interpolation matrix

$$
\begin{gather*}
A= \\
{\left[\begin{array}{ccc}
\psi_{1}(0) & \psi_{2}\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right) & \ldots \psi_{N}\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{N}\right\|\right) \\
\psi_{1}\left(\left\|\mathbf{x}_{2}-\mathbf{x}_{1}\right\|\right) & \psi_{2}(0) & \ldots \psi_{N}\left(\left\|\mathbf{x}_{2}-\mathbf{x}_{N}\right\|\right) \\
\vdots & \vdots & \vdots \\
\psi_{1}\left(\left\|\mathbf{x}_{N}-\mathbf{x}_{1}\right\|\right) & \psi_{2}\left(\left\|\mathbf{x}_{N}-\mathbf{x}_{2}\right\|\right) \ldots & \psi_{N}(0)
\end{array}\right]} \tag{4}
\end{gather*}
$$

Then, from (2), it follows that

$$
\begin{align*}
\int_{\mathcal{S}_{2}} f \mathrm{~d} S & \approx \int_{\mathcal{S}_{2}} s \mathrm{~d} S \\
& =\sum_{i=1}^{N} c_{i} \int_{\mathcal{S}_{2}} \psi_{i}\left(\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right) \mathrm{d} S \tag{5}
\end{align*}
$$

Since all functions $\psi_{i}\left(\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right)$ are identical (only their centers are displaced to different locations), all the integrals in (5) have the same value. For instance, if we use Gaussians

$$
\begin{equation*}
\psi_{i}\left(\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right)=e^{-\epsilon^{2}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|^{2}} \tag{6}
\end{equation*}
$$

then

$$
\begin{equation*}
\int_{\mathcal{S}_{2}} \psi_{i}\left(\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right) \mathrm{d} S=\frac{\pi}{\epsilon^{2}}\left(1-e^{-4 \epsilon^{2}}\right) \tag{7}
\end{equation*}
$$

Values of this integral for other commonly used RBFs are shown in Table 1 It includes infinitely smooth RBFs (GA, MQ, IMQ), piecewise smooth RBFs (PHS) and compact support RBFs (Wendland). Piecewise smooth RBFs have a singularity at the origin, and compactly supported RBFs

Table 1. Exact values of the integral over the unit sphere of some common RBFs: GA (Gaussian), MQ (multiquadric), IMQ (inverse multiquadric), PHS (polyharmonic splines) and CS (Wendland compact support).

|  | $\operatorname{RBF} \psi$ | $\int_{\mathcal{S}_{2}} \psi$ |
| :---: | :---: | :---: |
| GA | $e^{-\epsilon^{2} r^{2}}$ | $\frac{\pi}{\epsilon^{2}}\left(1-e^{-4 \epsilon^{2}}\right)$ |
| MQ | $\sqrt{1+\epsilon^{2} r^{2}}$ | $\frac{2 \pi}{3 \epsilon^{2}}\left(\left(1+4 \epsilon^{2}\right)^{3 / 2}-1\right)$ |
| IMQ | $1 / \sqrt{1+\epsilon^{2} r^{2}}$ | $\frac{2 \pi}{\epsilon^{2}}\left(\left(1+4 \epsilon^{2}\right)^{1 / 2}-1\right)$ |
| PHS | $r^{k}$ | $\frac{2^{k} 8 \pi}{k+2}$ |
| PHS | $r^{k} \log r$ | $\frac{2^{k+3} \pi}{k+2}\left(\log (2)-\frac{1}{k+2}\right)$ |
| CS | $(1-r)_{+}^{4}(4 r+1)$ | 0.4409 |

have also a singularity at $r=1$. This leads to algebraic, rather than spectral accuracy of interpolation.

Using (7) in (5) yields the following result for the surface integral:

$$
\begin{equation*}
\int_{\mathcal{S}_{2}} f \mathrm{~d} S \approx \frac{\pi}{\epsilon^{2}}\left(1-e^{-4 \epsilon^{2}}\right)\left(\sum_{i=1}^{N} c_{i}\right) \tag{8}
\end{equation*}
$$

Finally, if we denote by $d_{i j}$ the $(i, j)$ element of the matrix $A^{-1}$, from (3)

$$
\begin{align*}
\sum_{i=1}^{N} c_{i} & =\sum_{i=1}^{N}\left(\sum_{j=1}^{N} d_{i j} f\left(\mathbf{x}_{j}\right)\right) \\
& =\sum_{j=1}^{N} f\left(\mathbf{x}_{j}\right)\left(\sum_{i=1}^{N} d_{i j}\right), \tag{9}
\end{align*}
$$

so that each quadrature weight is just the sum of the corresponding row of $A^{-1}$ multiplied by a constant which is the integral over the sphere of the RBF. This is the main observation of the paper. For instance, in the case of Gaussians, we obtain, using (7),

$$
\begin{equation*}
w_{i}=\left(\sum_{j=1}^{N} d_{i j}\right) \frac{\pi}{\epsilon^{2}}\left(1-e^{-4 \epsilon^{2}}\right) \tag{10}
\end{equation*}
$$

Since the integral of the RBFs is exact, the accuracy of the quadrature will only depend on the interpolation accuracy. In this respect, it should be pointed out that some of the RBFs depend on a shape parameter $\epsilon$, and it is well known that the accuracy of the interpolation increases with decreasing $\epsilon$. In fact, it was shown by Fornberg and Piret $(2007 ; 2008)$ that the $\epsilon \rightarrow 0$ is equivalent to the direct use of spherical harmonics. Numerically, however, there is a critical value of $\epsilon$ below which the interpolation matrix
becomes ill-conditioned and the accuracy deteriorates rapidly.

To analyze the accuracy of the proposed methods, we will use the following three test functions employed by other authors (Fornberg and Martel, 2014; Sommariva and Womersley, 2005; Fuselier et al., 2014; Reeger and Fornberg, 2016; Reeger et al., 2016; Beentjes, 2015); see Fig. 1

$$
\begin{align*}
f_{1}(x, y, z)= & 1+x+y^{2}+x^{2} y+x^{4}+y^{5}  \tag{11}\\
& +x^{2} y^{2} z^{2}  \tag{12}\\
f_{2}(x, y, z)= & \frac{1}{9}[1+\tanh (-9 x-9 y+9 z)]  \tag{13}\\
f_{3}(x, y, z)= & \frac{1}{9}[1+\operatorname{sign}(-9 x-9 y+9 z)] \tag{14}
\end{align*}
$$

Function $f_{1}$ contains only SPH modes up to degree 6, whereas $f_{2}$ and $f_{3}$ feature increasingly slowly converging SPH expansions.

The exact values of the integrals over the unit sphere are $216 \pi / 35$ for function $f_{1}$, and $4 \pi / 9$ for functions $f_{2}$ and $f_{3}$.

In the following, we use two types of node sets: minimal energy (ME) nodes and Halton nodes. The coordinates of ME nodes are taken from the tabulated values of Womersley and Sloan (2003). Halton nodes (Halton, 1960) are quasi-uniformly scattered nodes which are obtained from a set of Halton nodes in a square $\left(t_{i}, z_{i}\right) \in[-1,1] \times[-1,1]$ by

$$
\begin{aligned}
x_{i} & =\sqrt{1-z_{i}^{2}} \cos \left(t_{i} \pi\right) \\
y_{i} & =\sqrt{1-z_{i}^{2}} \sin \left(t_{i} \pi\right) \\
z_{i} & =z_{i}
\end{aligned}
$$

Figure 2 shows the quadrature error for function $f_{1}$ with ME (solid lines) and Halton nodes (dotted lines)


Fig. 1. Test functions $f_{1}(12), f_{2}(13), f_{3}(14)$.
as a function of the shape parameter $\epsilon$. We plot the average quadrature error using 50 different node sets which are obtained by rotating the original node set a random angle around the $z$ axis. We do this in order to eliminate misleading sharp dips that appear when using a single node set and which simply reflect a change of sign in the error for a certain value of $\epsilon$. Here, and throughout the paper (unless explicitly specified), we have used Gaussians as RBFs. Notice that the error decreases with decreasing $\epsilon$ until the interpolation matrix becomes ill-conditioned and the errors start to grow. These small $\epsilon$ instabilities that appear in this and in all other calculations in the paper can be eliminated using one of several stable algorithms that have been proposed in the past. In


Fig. 2. Average relative quadrature error in 50 rotated node sets for function $f_{1}$ as a function of $\epsilon$ (solid squares: 225 ME nodes, dotted squares: 225 Halton nodes, solid circles: 1296 ME nodes, dotted circles: 1296 Halton nodes).


Fig. 3. Average quadrature relative error in 50 rotated node sets for function $f_{2}$ as a function of $\epsilon$ (solid-squares: 225 ME nodes, dotted-squares: 225 Halton nodes, solid-circles: 1296 ME nodes, dotted-circles: 1296 Halton nodes).
particular, the RBF-QR by Fornberg and Piret (2007) was shown to be very efficient for interpolation in a spherical surface. We do not use them in the computations of this paper because that of $\epsilon$ for which the minimum error is reached is higher than the value of $\epsilon$ for which the method becomes unstable. Notice also that with the appropriate value of the shape parameter $\epsilon$ the accuracy, in the case of ME nodes, is close to machine precision. This fact could be expected since function $f_{1}(x, y, z)$ (12) contains SPH only up to order 6 and, therefore, whenever $N \geq 49$, the SPH interpolation error should be zero. Since $\epsilon \rightarrow 0$ is equivalent to SPH , the error for function $f_{1}(x, y, z)$ should be zero in this limit.

Figures 3 and 4 show similar results for functions $f_{2}$

Table 2. Quadrature relative errors for ME nodes.

|  | 225 |  |  | 1296 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ |
| SPH | 0 | $2.710^{-3}$ | $5.210^{-3}$ | 0 | $6.910^{-5}$ | $2.410^{-3}$ |
| RBF local (Reeger and Fornberg, 2016) | $5.610^{-16}$ | $2.910^{-3}$ | $9.010^{-3}$ | $6.410^{-16}$ | $2.710^{-5}$ | $2.210^{-3}$ |
| RBF local (22) | $1.20^{-3}$ | $4.210^{-3}$ | $2.710^{-3}$ | $4.410^{-7}$ | $4.210^{-5}$ | $3.110^{-3}$ |
|  | $1.310^{-5}$ | $2.210^{-3}$ | $7.510^{-3}$ | $9.610^{-7}$ | $1.710^{-4}$ | $2.810^{-3}$ |

Table 3. Quadrature relative errors for Halton nodes.

| ( | 225 |  |  |  |  | 1296 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ |
|  | $1.810^{-16}$ | $6.810^{-2}$ | $3.510^{-1}$ | 0 | $9.610^{-3}$ | $1.710^{-1}$ |
|  | $9.510^{-12}$ | $1.610^{-2}$ | $6.910^{-2}$ | $9.210^{-15}$ | $2.110^{-3}$ | $4.610^{-2}$ |
|  | $1.510^{-3}$ | $1.310^{-2}$ | $1.310^{-2}$ | $3.710^{-7}$ | $4.310^{-4}$ | $4.410^{-3}$ |
|  | $2.910^{-5}$ | $6.710^{-3}$ | $1.710^{-2}$ | $6.010^{-7}$ | $5.410^{-4}$ | $4.810^{-3}$ |



Fig. 4. Average quadrature relative error in 50 rotated node sets for function $f_{3}$ as a function of $\epsilon$ (solid squares: 225 ME nodes, dotted squares: 225 Halton nodes, solid circles: 1296 ME nodes, dotted circles: 1296 Halton nodes).
and $f_{3}$. Notice that, in the case of ME nodes, the error decreases with decreasing $\epsilon$ until a minimum is reached and the error remains constant for a wide range of $\epsilon$. For still lower values of $\epsilon$ the interpolation matrix becomes ill-conditioned and the error increases. For Halton nodes there is a specific value of $\epsilon$ for which the error is minimum and, for lower values, the error increases.

The second row of Tables 2 and 3 shows the relative error using the RBF global method with ME and Halton nodes. For comparison purposes the first row shows the corresponding results using SPH interpolation. Notice that the accuracies obtained with appropriate values of the shape parameter are similar to those obtained using SPH interpolation (Fornberg and Martel, 2014).

Figure 5] compares the average quadrature error


Fig. 5. Average quadrature relative error in 50 rotated node sets for function $f_{1}$ as a function of $\epsilon$ using 225 ME nodes (solid: GA, dashed: MQ, dotted: IQ, dot-dashed: PHS $\left(r^{7}, r^{5}, r^{3}, r \log r\right.$ from less to more error)).
using 50 rotated node sets for different RBFs. The integral is computed using (8) with the value of the integral of each RBF shown in Table 1 In the case of polyharmonic splines, PHS (defined in Table 1 and shown with dot-dashed lines in Fig. 5], the error decreases with increasing power. Also notice that Gaussian RBFs behave best.

## 3. Local RBF based quadrature

When the function to be integrated is not smooth but changes over small scales, a large number of nodes are needed in order to achieve good accuracy. The global RBF is computationally too expensive in these situations, so we adapt the ideas described in the previous section to
a local method that divides the surface into small patches and finds the weights corresponding to each of them.

Reeger and Fornberg (2016) as well as Reeger et al. (2016) recently proposed a method to compute quadrature weights in the sphere using an RBF-FD approach. The method can be summarized in the following four steps:

1. Create a Delaunay spherical triangulation on the surface of the sphere.
2. Project each triangle, together with some nearby nodes, to a tangent plane.
3. Find quadrature weights over the local tangent plane node set for the projected planar triangle.
4. Combine the weights for the individual triangles to obtain the full weight set for the sphere.

The third row of Tables 2 and 3 shows the relative error using this method with ME and Halton nodes.

These results have been obtained using Reeger's programs (Reeger, 2015). Their accuracy is similar to that obtained with the proposed method (8), which uses global quadrature weights.

We propose an alternative algorithm that avoids projecting on the tangent plane. The main steps of the algorithm are as follows:

1. Divide the sphere into $N_{R}$ rectangles in the latitude-azimuth coordinate system $(\theta, \phi)$ with approximately the same area.
2. For each rectangle find the $N_{v}$ nearest neighbors to the midpoint of the rectangle.
3. Integrate over each rectangle using RBF interpolation to find local quadrature weights.
4. Combine the integrals for the individual rectangles to obtain the total weights for complete integral over the sphere.

We describe these steps in more detail below.
3.1. Partition of the sphere into $N_{R}$ rectangles. We divide the sphere into $N_{R}$ rectangles in the latitude, azimuth coordinate system. The number of rectangles $N_{R}$ should be selected so that the average number of nodes in each rectangle is reasonable: large enough to allow for an accurate interpolation, but small enough for the size of the interpolation matrix to be small. In fact, we fix the average number of nodes per rectangle, $N_{p}$, and we compute the number of rectangles as $N_{R}=N / N_{p}$, where $N$ is the total number of nodes. For a unit sphere, the area of each rectangle is $A_{R}=4 \pi / N_{R}$. We consider rectangles of equal width in the latitude direction $\Delta \theta=\pi / 2-$ $\arcsin \left(1-A_{R} /(2 \pi)\right)$. In the azimuth direction, we take
$(\Delta \phi)_{i}=A_{R} /\left|\sin \left(\theta_{i, 0}\right)-\sin \left(\theta_{i, 1}\right)\right|$. Figure6shows the latitude-azimuth coordinate system for an example of Step 1 of the algorithm for the case $N=225$ and $N_{p}=3$. There are 74 rectangles covering the surface of the sphere, and a set of $N=225 \mathrm{ME}$ nodes marked with dots.

### 3.2. Finding $N_{v}$ nearest neighbours to the midpoint

 of a rectangle. Figure 6 also shows $N_{v}=15$ nearest neighbors to the midpoint of one of the rectangles. The $N_{v}$ nearest neighbors are marked with circles.3.3. Local quadrature weights. We integrate over each rectangle using RBF interpolation to find local quadrature weights. Let $v(k, i)$ with $k=1, \ldots, N_{R}$ and $i=1, \ldots, N_{v}$ be the set of indices of the $N_{v}$ nearest nodes to the midpoint of rectangle $k$. The local interpolator of $f$ over this rectangle takes the form

$$
\begin{equation*}
s_{k}(\mathbf{x})=\sum_{i=1}^{N_{v}} c_{k, v(k, i)} \psi_{v(k, i)}\left(\left\|\mathbf{x}-\mathbf{x}_{v(k, i)}\right\|\right) \tag{15}
\end{equation*}
$$

where the coefficients, $c_{k, v(k, i)}$, are obtained by imposing the interpolation conditions: $s_{k}\left(\mathbf{x}_{v(k, i)}\right)=f\left(\mathbf{x}_{v(k, i)}\right)$. Then, similarly to what was done in the global case (5), the integral over this rectangle can be approximated as

$$
\begin{align*}
I_{k} & =\int_{S_{k}} f \mathrm{~d} S \approx \int_{S_{k}} s_{k} \mathrm{~d} S \\
& =\sum_{i=1}^{N_{v}} c_{k, v(k, i)} \int_{S_{k}} \psi_{v(k, i)}\left(\left\|\mathbf{x}-\mathbf{x}_{v(k, i)}\right\|\right) \mathrm{d} S \tag{16}
\end{align*}
$$

where $S_{k}$ is the domain of rectangle $k$. To approximate the values of these integrals we note that the RBFs depend


Fig. 6. Portrayal of 225 nodes (dots) represented on a latitudeazimuth coordinate system, along with the division of the sphere into 74 rectangles and $N_{v}=15$ nearest neighbors (circles) of the midpoint of one of the rectangles (shaded).
on a single variable which is the distance to the RBFs. In spherical coordinates, the square of the distance to this center, $\mathbf{x}_{v(k, i)}=\left(\phi_{v(k, i)}, \theta_{v(k, i)}\right)$, is

$$
\begin{align*}
r^{2}= & 2-2\left[\cos (\theta) \cos \left(\theta_{v(k, i)}\right) \cos \left(\phi-\phi_{v(k, i)}\right)\right. \\
& \left.+\sin (\theta) \sin \left(\theta_{v(k, i)}\right)\right] . \tag{17}
\end{align*}
$$

For a rectangle $\left[\theta_{k, 0}, \theta_{k, 1}\right] \times\left[\phi_{k, 0}, \phi_{k, 1}\right]$, we have to compute the integrals
$I_{k, v(k, i)}=\int_{\theta_{k, 0}}^{\theta_{k, 1}} \int_{\phi_{k, 0}}^{\phi_{k, 1}} \psi_{v(k, i)}(r(\theta, \phi)) \cos \theta \mathrm{d} \theta \mathrm{d} \phi$.
Thus, following a similar approach to that used to derive (9), the integral of $f$ over the rectangle $k, I_{k}$, can be approximated as

$$
\begin{align*}
I_{k} & \approx \sum_{i=1}^{N_{v}} w_{k, v(k, i)} f\left(\mathbf{x}_{v(k, i)}\right) \\
& =\sum_{i=1}^{N_{v}} c_{k, v(k, i)} I_{k, v(k, i)} \tag{19}
\end{align*}
$$

Similarly to (10), the local quadrature weights, $w_{k, v(k, i)}$, are

$$
\begin{equation*}
w_{k, v(k, i)}=\sum_{j=1}^{N_{v}} d_{k, i j} I_{k, v(k, j)}, \tag{20}
\end{equation*}
$$

where $d_{k, i j}$ is now the $(i, j)$ element of the inverse of the RBF interpolation matrix restricted to the nearest nodes to rectangle $k$ whose elements are given by $A_{k}=\left[a_{k, i j}\right]=\left[\psi_{v(k, i)}\left(\left\|\mathbf{x}_{v(k, j)}-\mathbf{x}_{v(k, i)}\right\|\right)\right](i, j=$ $\left.1, \ldots, N_{v}\right)$. Unfortunately, the integrals (18) cannot be computed analytically for the RBFs in Table 1 . Therefore, we compute them numerically using Matlab's quad2d function. However, since $\epsilon^{2} r^{2} \ll 1$ because we use stencils with closest nodes, we can compute approximations to the integrals (18) analytically by approximating the RBFs with a Taylor polynomial in powers of $(\epsilon r)^{2}$. For instance, in the case of Gaussians,

$$
\begin{align*}
I_{k, v(k, i)} \approx & \int_{\theta_{k, 0}}^{\theta_{k, 1}} \int_{\phi_{k, 0}}^{\phi_{k, 1}} 1-(\epsilon r)^{2}  \tag{21}\\
& +\frac{1}{2}(\epsilon r)^{4} \ldots \cos \theta \mathrm{~d} \theta \mathrm{~d} \phi
\end{align*}
$$

with $r^{2}$ in terms of $\theta$ and $\phi$ given by (17). The integrals of powers of $r^{2}$ appearing in (21) can be

Table 4. Speedups for different orders of approximation.

|  | quad2d | $\mathcal{O}(2)$ | $\mathcal{O}(4)$ | $\mathcal{O}(6)$ | $\mathcal{O}(8)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| speedup | 1 | 137 | 113 | 36 | 15 |

computed analytically with, for instance, Matlab's symbolic capabilities.

The main advantage of using (21) instead of the numerical integration of (18) is a significant increase in computational efficiency.

Table 4 shows the speedups obtained for different orders of approximation of the integral in (21) in the case of 1296 ME nodes, where it is necessary to use order $\mathcal{O}(\epsilon r)^{6}$ to obtain accuracies comparable to those obtained with quad2d. Thus, the speedup is 36 .
3.4. Combining the integrals for the individual rectangles to obtain the total weights for the complete integral over the sphere. Finally, the total quadrature weights over the whole surface of the sphere are obtained by adding up the contribution of all rectangles; thus,

$$
\begin{align*}
\int_{\mathcal{S}_{2}} f \mathrm{~d} S & =\sum_{k=1}^{N_{R}} I_{k} \approx \sum_{k=1}^{N_{R}} \sum_{i=1}^{N_{v}} w_{k, v(k, i)} f\left(\mathbf{x}_{v(k, i)}\right) \\
& =\sum_{i=1}^{N} f\left(\mathbf{x}_{i}\right)\left(\sum_{k=1}^{N_{R}} w_{k, v(k, i)}\right) \tag{22}
\end{align*}
$$

where $w_{k, v(k, i)}=0$ if the node $\mathbf{x}_{i}$ is not contained in the vector $v(k, \cdot)$. Notice that the weight for the whole integral,

$$
\begin{equation*}
w_{i}=\sum_{k=1}^{N_{R}} w_{k, v(k, i)}, \tag{23}
\end{equation*}
$$

is the sum of the local weights of rectangles for which the node $\mathbf{x}_{i}$ is considered a neighbor.

Figure 7 lshows the error in the integration of function $f_{1}$ as a function of $\epsilon$ using $N_{p}=3, N_{v}=15$, and Gaussian RBFs.


Fig. 7. Average quadrature relative error in 50 rotated node sets for function $f_{1}$ as a function of $\epsilon$ using $N_{p}=3$, $N_{v}=15$ (solid-squares: 225 ME nodes, dotted-squares: 225 Halton nodes, solid-circles: 1296 ME nodes, dottedcircles: 1296 Halton nodes).

We plot the average quadrature error using 50 different node sets which are obtained by rotating the original node set randomly. Solid lines correspond to ME nodes and dotted lines to Halton nodes. Circles correspond to 1296 nodes and squares to 225 nodes. These results show that the method converges but is less accurate than the global one.

Figure 8 shows the corresponding results for functions $f_{2}$ (left) and $f_{3}$ (right). The fourth row of Tables 2 and 3 shows the relative error using the proposed local RBF method with ME and Halton nodes. These relative errors are computed using the value of $\epsilon$ that corresponds to the minimum error in Figs. 7 and 8 , The accuracies are similar to those obtained with global RBFs (second row) and with the local RBF one proposed by Reeger and Fornberg (2016) (third row). It would appear that for Halton nodes the proposed method performs slightly better than the method of Reeger and Fornberg (2016). However, in the proposed method there are several parameters that have to be chosen $\left(N_{p}, N_{v}\right.$ and $\epsilon$ ), and both the accuracy and the computational cost of the integral depend on their values. In fact, the computational cost increases with decreasing $N_{p}\left(\operatorname{cost} \propto 1 / N_{p}\right)$. Therefore, the relevant item that should be considered to analyze the optimal parameters of the method is the error divided by $N_{p}$.

Figure 9 shows the average relative error divided by $N_{p}$ as a function of $N_{p}$ for the case $\epsilon=1$ and $N_{v}=15$ using 30 node sets obtained by random rotations of a set of 1296 ME nodes. Notice that the minimum of this relevant parameter occurs for $N_{p}=4$ which, therefore, should be considered as the optimal operating point of the method in the case of 1296 ME nodes. Similar results are obtained with 225 ME nodes and with 225 and 1296 Halton nodes. Thus, we assume that using $N_{p}=4$ is, in general, the best choice for the proposed method since it represents a good balance between computational cost and accuracy.

Figure 10 shows the average relative error as a function of $N_{v}$, for the case $\epsilon=1$ and $N_{p}=4$ using 30 node sets obtained by random rotations of a set of 1296 ME nodes. The minimum relative error is $3.610^{-7}$ for function $f_{1}, 6.010^{-5}$ for function $f_{2}$, and $1.410^{-3}$ for function $f_{3}$. Notice that for function $f_{1}$ the relative error is smaller for values of $N_{v}$ between 15 and 20. For functions $f_{2}$ and $f_{3}$ the error is nearly constant for $N_{v}$ between 12 and 25 . Since the computational cost grows with $N_{v}$ (cost $\propto N_{v}^{3}$ ) we recommend, as a general rule, to use $N_{v}=15$.

Figure 11 compares the relative error using different RBFs for the function $f_{1}$. The data correspond to 225 ME nodes using $N_{p}=4$ and $N_{v}=15$. Notice that Gaussians, multiquadrics and inverse multiquadric yield comparable results. Also shown is the error using the $r^{3}$ PHS. Other PHS $\left(r^{5}, r^{7}, r \log r\right)$ are less accurate. Also in the case of functions $f_{2}$ and $f_{3}$ the different RBFs yield very similar accuracy (including PHS $r^{3}$ ).

## 4. Node clustering

In this section, we describe an algorithm to compute ME nodes in the sphere in the cases of both equispaced and non-equispaced nodes. It is an iterative algorithm, which starts with a certain node distribution and tries to evolve to a minimum energy distribution in which the repulsive forces on each node are zero.

Uniformly distributed ME nodes are a set of nodes that minimize the 1 -energy

$$
\begin{equation*}
E(1)=\sum_{1 \leq j<k \leq N}\left\|\mathbf{x}_{j}-\mathbf{x}_{k}\right\|^{-1}, \quad s>0 . \tag{24}
\end{equation*}
$$

In the limit $N \rightarrow \infty$, the minimum of the 1 -energy is (Saff and Kuijlaar, 1997)

$$
\begin{equation*}
\min E(1) \approx \frac{1}{2} N^{2}-0.55305 N^{3 / 2} \tag{25}
\end{equation*}
$$

The first step of the proposed algorithm computes the force acting on each node which is the sum of all the repulsion forces exercised by the rest of the nodes. We assume that the repulsion force between nodes $i$ and $j$ is a force in the direction $\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)$ with magnitude inversely proportional to the square of the distance between the nodes. We let the force to be proportional to the product of charges $(q)$ in order to allow non-homogeneous node distributions. Thus, the repulsion force between nodes $i$ and $j$ is

$$
\begin{align*}
\mathbf{f}_{i, j} & =\frac{1}{\left\|\mathbf{x}_{j}-\mathbf{x}_{i}\right\|^{2}} \frac{\mathbf{x}_{j}-\mathbf{x}_{i}}{\left\|\mathbf{x}_{j}-\mathbf{x}_{i}\right\|} q_{i} q_{j}  \tag{26}\\
\mathbf{f}_{j} & =\sum_{i=1, i \neq j}^{N} \mathbf{f}_{i, j} \tag{27}
\end{align*}
$$

To find the displacement of node $j$, we compute the component of force $\mathbf{f}_{j}$ on the tangent plane as

$$
\begin{equation*}
\mathbf{t}_{j}=\mathbf{f}_{j}-\left(\mathbf{f}_{j} \cdot \mathbf{x}_{j}\right) \mathbf{x}_{j} \tag{28}
\end{equation*}
$$

The second step of the algorithm is to find these displacements. To this end, we move each node by an amount of $c \mathbf{t}_{j}$ and then use a gnomonic projection to bring back the node to the surface of the sphere. Thus,

$$
\begin{equation*}
\mathbf{x}_{j}=\frac{\mathbf{x}_{j}+c \mathbf{t}_{j}}{\left\|\mathbf{x}_{j}+c \mathbf{t}_{j}\right\|} \tag{29}
\end{equation*}
$$

The iterative procedure stops when the maximum displacement is below a certain threshold or when a maximum number of iterations is reached. The constant $c$ has to be carefully chosen. It should be small enough to prevent crossing between nodes, but high enough to move nodes a significant amount in each iteration. Starting from a random distribution of $N=225$ equally charged nodes


Fig. 8. Average quadrature relative error in 25 rotated node sets for functions $f_{2}$ (left) and $f_{3}$ (right) as a function of $\epsilon$ using $N_{p}=3$, $N_{v}=15$ (solid squares: 225 ME nodes, dotted squares: 225 Halton nodes, solid circles: 1296 ME nodes, dotted circles: 1296 Halton nodes).


Fig. 9. Average quadrature relative error divided by $N_{p}$ as a function of $N_{p}$ in 30 node sets obtained by random rotations of a set of 1296 ME nodes: $\epsilon=1, N_{v}=15$, as well as functions $f_{1}$ (solid line), $f_{2}$ (dashed line), and $f_{3}$ (dash-dotted line).
$\left(q_{j}=1\right)$, with a 1 -energy of 24788 and using the above algorithm, we reach a 1 -energy local minimum of 23451, which is very close to the asymptotic limit $\min E(1)=$ 23449 (25). For this configuration of nodes, the distances to the closest node lie in the interval [0.2232, 0.2509], and the maximum force $\left(\max \mathbf{t}_{j}\right)$ is 0.0063 .

The values of the charges $q_{j}$ can be used to achieve a non-uniform distribution of nodes. For instance, in functions $f_{2}$ and $f_{3}$ there is a rapid variation in the values of the function for points in the vicinity of the plane $x+y-z=0$. Thus, it could be useful to concentrate


Fig. 10. Average quadrature relative error as a function of $N_{v}$ in 30 node sets obtained by random rotations of a set of 1296 ME nodes: $\epsilon=1, N_{p}=4$, as well as functions $f_{1}$ (solid line), $f_{2}$ (dashed line), and $f_{3}$ (dash-dotted line).
nodes in this zone in order to increase the accuracy of the RBF interpolation. To this end, we have associated to each node $j$ a charge $q_{j}$ depending on the variation in the function $f(\mathbf{x})$ in its vicinity. This variation has been estimated by the quantity

$$
\begin{equation*}
\Theta_{j}=\frac{1}{N_{\delta}} \sum_{k=1}^{N_{\delta}} \frac{\left|f\left(\mathbf{x}_{j}\right)-f\left(\mathbf{x}_{\delta(k)}\right)\right|}{\left\|\mathbf{x}_{j}-\mathbf{x}_{\delta(k)}\right\|} \tag{30}
\end{equation*}
$$

where $\mathbf{x}_{\delta(k)}, k=1,2, \ldots, N_{\delta}$, are the coordinates of the $N_{\delta}$ neighbor points, such as $\left\|\mathbf{x}_{j}-\mathbf{x}_{\delta(k)}\right\| \leq \delta$, and, finally,


Fig. 11. Average quadrature relative error as a function of $\epsilon$ in 20 node sets obtained by random rotations of a set of 225 ME nodes for function $f_{1}$. Solid: GA, dashed: MQ, dotted: IQ, dot-dashed: PHS $\left(r^{3}\right)$.
the charge $q_{j}$ has been calculated as

$$
\begin{equation*}
q_{j}=1-\mu \frac{\Theta_{j}-\Theta_{\min }}{\Theta_{\max }-\Theta_{\min }} \tag{31}
\end{equation*}
$$

Here, $\Theta_{\min }$ and $\Theta_{\max }$ are the minimum and maximum values of $\Theta_{j}$, respectively. The parameters $\delta$ and $\mu$ control the degree of clustering: the bigger the variation of the function, the lower the charge, and, hence, the density of points increases. It should be pointed out that there is a trade-off between the stability of matrix inversion and the optimal node selection. In fact, increasing node clustering in the vicinity of discontinuities leads to an increase in the accuracy of the interpolation. However, if nodes are very close together, the condition number increases and, therefore, accuracy deteriorates due to round-off errors.

Figure 12 shows the result of applying the algorithm just described to a set of 1296 nodes for function $f_{2}$. The charges in each node are computed through (31) using $\delta=$ 0.1 and $\mu=0.5$, so that $q_{i} q_{j} \approx 1$ for points far the plane $x+y-z=0$ and $q_{i} q_{j} \approx 0.16$ for points lying in the plane. The constant $c$ in (29) is taken as

$$
\begin{equation*}
c=0.1 \frac{\min _{i, j, i \neq j}\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|}{\max _{j}\left\|\mathbf{t}_{j}\right\|} . \tag{32}
\end{equation*}
$$

Figure 13 shows the corresponding histogram of distances to the nearest neighbor.

Applying the method described in Section 3 to compute the quadrature of the function $f_{3}$ (14) results in the error versus $\epsilon$ dependence shown in Fig. 14 The results shown with a dashed line represent the average error using the nodes in Fig. 12 and other 50 node sets, which are obtained by rotating it around the axis


Fig. 12. Portrayal of 1296 nodes distributed using Coulomb's law with node charges according to (31).
$[1,1,-1]$ which is normal to the plane of discontinuity of function $f_{3}$. Notice that there is a significant improvement in accuracy using the nodes in Fig. 14 in comparison with standard ME nodes (Fig. 8, right). In fact, the relative error is $7.210^{-4}$ versus $2.910^{-3}$ without node clustering (see the fourth row of Table 2). For the case of 225 nodes the improvement is smaller.

## 5. Conclusions

In this paper we presented a new RBF-FD based technique to compute quadrature and quadrature weights in the sphere. In the proposed method, the sphere is divided into rectangles in the latitude-azimuth coordinate system, and the function is integrated over each rectangle using RBF interpolation. The method is easy to implement and its accuracy is comparable to that based on SPH expansions. For comparison purposes, we also computed quadrature on the sphere using a global RBF method. One advantage of the proposed method over SPH expansions-based techniques is its ability to handle non-uniform node distributions. With respect to that we proposed a new algorithm to cluster nodes in regions of steep changes in the function. It is a repulsion-based algorithm with a non-uniform distribution of electrical charges. We applied the proposed method to compute quadrature using this type of clustered node distributions and we found that there was a significant improvement in accuracy when nodes were concentrated in regions where the function changes abruptly. It should be pointed out that the proposed method can be readily applied to other closed surfaces that can be parametrized.


Fig. 13. Histogram of distances to nearest neighbor for the case of 1296 nodes and function $f_{2}$. We used $\delta=0.1$ and $\mu=0.5$.
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