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#### Abstract

The most commonly used public key cryptographic algorithms are based on the difficulty in solving mathematical problems such as the integer factorization problem (IFP), the discrete logarithm problem (DLP) and the elliptic curve discrete logarithm problem (ECDLP). In practice, one of the most often used cryptographic algorithms continues to be the RSA. The security of RSA is based on IFP and DLP. To achieve good data security for RSA-protected encryption, it is important to follow strict rules related to key generation domains. It is essential to use sufficiently large lengths of the key, reliable generation of prime numbers and others. In this paper the importance of the arithmetic ratio of the prime numbers which create the modular number of the RSA key is presented as a new point of view. The question whether all requirements for key generation rules applied up to now are enough in order to have good levels of cybersecurity for RSA based cryptographic systems is clarified.
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## 1. Introduction

Created by Rivest et al. (1978), RSA is the first public key cryptographic algorithm which continues to be the most commonly used today. Up to March 2022 more than $85 \%$ from certificate authorities (CAs) guarantee their root certificate's security by using the RSA encryption and signing scheme. Approximately $10 \%$ of CAs combine both RSA and the elliptic curve digital signature algorithm (ECDSA) to protect their public key infrastructures (PKI). This statement is based on our research, in which we analyzed the root certificates stored in operating systems (OSs) Windows, Android, and Linux. These OSs are the most commonly used in the world. We used in our research statistical results provided by the Certificate Transparency Organization. This is why RSA obviously continues to play a key role related to the information security of our electronic resources, which is why research on the cryptographic resilience of RSA is so important. The correctness of public key generation process and key management directly affects the resilience of cryptographic systems (Dodis et al.,

[^0]2004; Alwen et al., 2009). All this makes key generation pairs for the RSA algorithm very significant about the security of information technologies that people use.

Over the years, many researchers have worked on the tasks of finding vulnerabilities or creating mathematical attack models to break the RSA-based cryptographic systems, but so far no attack approach has been developed which can break the RSA key with length of 2048 bits or bigger in acceptable time. The algorithm which implements key pair generation for RSA can be described as follows. Two different prime numbers $p$ and $q$ with a size approximately equal to $n B i t s / 2$ each are generated, where $n$ Bits is the desired key length in bits (for example, $n$ Bits $=1024$ ). We denote the result of their multiplication with the number $N(N=p \cdot q)$. Choose a small integer $e$ and calculate $d \equiv e^{-1}$ $\bmod \varphi(N)$. This means that the numbers $e$ and $d$ satisfy the congruence

$$
e \cdot d \equiv 1 \quad \bmod \varphi(N)
$$

where $\varphi(N)$ is Euler totient function (Kaliski, 2011). In the case when $p$ and $q$ are prime numbers, the result of that Euler function is $\varphi(N)=(p-1) \cdot(q-1)$ that is the
order of the multiplicative group $Z_{N}^{*}$. We call $N$ the RSA modulo number, $e$ the exponent for encryption, and $d$ the exponent for decryption. The pair $(d, N)$ is the private key and pair $(e, N)$ is the public key.

When a sender has to encrypt a message $M$, he/she has to use the recipient's public key. The mathematical operation

$$
\begin{equation*}
C \equiv M^{e} \quad \bmod N \tag{1}
\end{equation*}
$$

is used as the encryption operation, where $C$ is the encrypted message. To decrypt the cyphertext $C$, the recipient has to compute

$$
\begin{equation*}
C^{d} \equiv\left(M^{e}\right)^{d} \equiv M^{e \cdot d} \equiv M^{1} \equiv M \quad(\bmod N) \tag{2}
\end{equation*}
$$

where the last equality follows by Euler's theorem (Kaliski, 2011).

Other algorithms in public key cryptography widely used to protect information are based on DLP (Gordon, 2011; Adj et al., 2018) and ECDLP (Yan, 2019; Ahlswede, 2016). Signing data is a field in cryptography which has a very important role for information security. Such algorithms that implement this are ECDSA and the digital signature algorithm (DSA) (Menezes et al., 1996). Nowadays, many new approaches aim to improve digital signature algorithms and signing schemes. One of these new ways is the group signature scheme in the blockchain (Devidas et al., 2021).

The difference between RSA and the others is that in RSA large composite numbers are used when modulus operations have to been calculated (Yasuda et al., 2012). Among the most widely used cryptographic systems based on DLP are the Diffie-Hellman key exchange protocol (Diffie and Hellman, 1976), the El Gamal public key cryptosystem (Elgamal, 1985), signature schemes (Sako, 2011), etc. The mathematical challenge in DLP is based on computing discrete logarithms in finite fields of type $Z_{p}$ which consist of integers obtained by computing modulo using a large prime number $p$. Given $g, h \in G_{p}$, and $p$ (prime number) the Discrete Logarithm Problem consists in finding $x$ (if it exists) such that

$$
\begin{equation*}
g^{x} \equiv h \quad \bmod p \tag{3}
\end{equation*}
$$

where $G_{p}$ is a multiplicative Abelian group with generator $g$.

All used public key cryptographic algorithms are implemented based on the use of at least one secret parameter. In RSA-based systems, this secrecy is achieved by the inability to calculate $d$ by the equation

$$
e \cdot d+\varphi(N) \cdot i=1
$$

where $e$ and $N$ are known but $\varphi(N)$ and $i$ are difficult to calculate or find by exhaustive search.

## 2. General attacks on RSA

Over the years, the attacks against systems using RSA can be divided into three types. The first is based on a side channel attack, the second on incorrect generation of the private exponent and the third on decomposition of large numbers into prime factors. To overcome the weaknesses falling into the first two types, many additions have been made into the systems which use RSA. Due to that reason we have focused on exploring the possibility of attacks based on improperly generated $p$ and $q$ numbers or efficient factorization of modulus $N$ which is part of the RSA public key.

Factorization algorithms can be divided into two groups: special-purpose and general-purpose. The first group consists of algebraic-group factorization algorithms, Fermat's or Euler's methods. The group of general-purpose factoring algorithms, also known as Kraitchik's family algorithms (after Maurice Kraitchik) (Bressoud and Wagon, 2000) has running time which depends solely on the size of the integer to be factored. The group of general-purpose algorithms includes the quadratic sieve (QS), the general number field sieve (GNFS), Shanks's square forms factorization, etc.

The most general-purpose factoring algorithm are based on the Fermat factorization method. In 1643 Fermat (Erra and Grenier, 2009) exposed an algorithm to factor odd integers by writing them as a difference of two squares. Fermat factorization is an iterative search method. Suppose that an integer $N$ is a composite odd number that is not a perfect square. There is a one-to-one correspondence between factorization of $N=p \cdot q$, where $p>q>0$ and the representation of $N$ in the form $t^{2}-s^{2}$, where $s$ and $t$ are non-negative integers. To execute the Fermat factorization algorithm for values of $t \geq\lfloor\sqrt{( } N)\rfloor+1$, we compute $t^{2}-N$ until we obtain a perfect square of $s: t^{2}-N=s^{2}$.

The quadratic sieve algorithm was invented by Carl Pomerance in 1981 as an improvement to Schroeppel's linear sieve (Pomerance, 1982). The algorithm tries to create a congruence of number $x$ squared modulo $N$ that often leads to a factorization of $N$. The QS works in two main phases of execution. The first one has to prepare data that may lead to a congruence of squares and will be used in the second phase. The second phase puts all the data which were collected into a matrix and employs it to obtain a congruence of squares. The first phase allows the collecting process to be executed in parallel, but the second phase requires large amounts of memory, and is difficult to be parallelized efficiently.

How can we use congruence of squared numbers modulo $N$ to factorize it? If we find at least one non-negative remainder of number $x$ satisfying congruence

$$
x^{2} \equiv y^{2} \quad \bmod N
$$

we know that

$$
x^{2}-y^{2} \equiv 0 \quad \bmod N
$$

This means

$$
(x-y) \cdot(x+y)=N .
$$

Hence we can calculate the factors of $N$ by computing $q=\operatorname{GCD}(x-y, N)$ and $p=\operatorname{GCD}(x+y, N)$ (if $q<p$ ).

The most important advantage of QS over the Fermat factorization method is the fact that the square of a congruence is more likely to find in a multiplicative Abelian group $G_{N}$ than to find integers $s$ and $t$ which satisfy $t^{2}-N=s^{2}$. We can demonstrate how QS works with an example.

Example 1. (Quadratic sieve) We have

$$
\begin{aligned}
330^{2} & \equiv 570 \quad \bmod 3611 \\
510^{2} & \equiv 108 \quad \bmod 3611 \\
196^{2} & \equiv 2036 \quad \bmod 3611
\end{aligned}
$$

None of the integers 570, 108 and 2306 is a perfect square, but $570 \cdot 2306 \equiv 330^{2} \cdot 196^{2} \equiv 4^{2} \bmod 3611$ It follows that

$$
(196 \cdot 330)^{2}-4^{2}=k \cdot 3611
$$

Hence

$$
\begin{aligned}
k \cdot 3611 & =(64680-4) \cdot(64680+4) \\
& =64676 \cdot 64684
\end{aligned}
$$

This is means

$$
\begin{gathered}
3611=\operatorname{GCD}(64676,3611) \cdot \operatorname{GCD}(64684,3611), \\
3611=23 \cdot 157
\end{gathered}
$$

We looked at the classical possible ways to attack public cryptography based on RSA, but there is a kind of attack which could be made throughout using a back door in the key generation process. To perform that kind of attack, an attacker has to modify cryptographic primitives in a such way that this could allow him to break the user key using the only available victim's public key.

Anderson (1993) proposed a back door in the generator of the 512 bit RSA key. The security of the leaking information throughout the hidden channel was estimated as weak because Kaliski (1993) proposed a method for breaking such kind of back door.

Young and Yung (1996) introduced the concept of SETUP (secretly embedded trapdoor with universal protection) attacks. They defined kleptography as an extension to the SETUP concept. Using that mechanism, important secret information leaks throughout a hidden

```
Algorithm 1. SETUP attack on RSA.
Require: \((g, Y, P), m, K, W, e\{e\) is a generated key
    public exponent \(\}\)
    \(c_{1}:=\operatorname{randombits}(\lfloor m / 2\rfloor)\)
    \(z:=g^{c_{1}-W} \cdot Y^{-a \cdot c_{1}-b} \bmod P\)
    \(l:=H(z)\)
    \(l:=l\) or 1
    numb \(:=-2\)
    repeat
        numb \(:=n u m b+2\)
        \(p:=l+n u m\)
    until \(p\) is prime
    \(v:=g^{c_{1}} \bmod P\)
    for \(i=0 ; i<B_{2} ; i++\mathbf{d o}\)
        \(U:=G(v, K+i)\)
        \(R N D:=\) randombits \((\lfloor m / 2\rfloor)\)
        \(T:=[U][R N D] \quad\{[U][R N D]\) is bit concat. \(\}\)
        \(q:=(T-r) / p\)
        if \(q\) is prime then
            break
        end if
    end for
    \(N:=p \cdot q\)
    \(d:=e^{-1} \bmod \varphi(N)\)
    return \(N, e, d\)
```

channel to the attacker. The attacker can use that information to factorize efficiently the modulus number $N$ from the user's key.

To perform a SETUP attack, the kleptographic mechanism has to be embedded into hardware device firmware or into a computer software product by a developer or a person who participates in the development of the cryptographic algorithm; such a person we will call the attacker. According to the proposed SETUP attack, the attacker uses his/her own public key $(g, Y, P)$ to protect important hidden information which is a part of the generated user's key, where number $P$ is a prime with size $\lfloor m / 2\rfloor$ and $m$ is the key size which have to be generated. The attacker keeps his/her private key $x$ secret. In the algorithm execution, a function $G$ is used. The result of the function is pseudorandom $a=G(b, c)$. This means that, when applied to the data $b$ using the key $c$, a value of $a$ with a binary size equal to or greater than $P$ is produced. A non-secret symmetric key $K$ is used in the algorithm. That key is a part of the device firmware or a computer software application. A hash function $H$ whose binary size result has to be greater than $P$ is used in the algorithm. The algorithm works with two constant parameters $B_{1}$ and $B_{2}$ which have to limit execution of some operations.

The pseudocode of the Young and Yung algorithm (YY97) is shown as Algorithm 1. We have to mention that the pseudocode steps correspond to the Young and Yung
algorithm described more descriptively in words in their publication (Young and Yung, 1997).

We have to stress that the values of $a, b$ and $W$ in row 2 of the above algorithm are not pointed in Young and Yung's publication (cf. Section 5). This means, that the values of $a, b$ and $W$ are constants and they are part of the attacker's private key; otherwise, it is impossible the attack successfully.

The maximum upper value of the range $r$ (row 15 in Algorithm 1) is not pointed in Algorithm YY97. In Step 12 of the YY97 algorithm (solve for $q$ in the equation $[U][\mathrm{RND}]=p q+r), r$ is an iterative variable. In that case the YY97 speed execution depends on the count of cycles limited from $B_{1}, B_{2}$ and $r$. In Appendix of the paper by Young and Yung (1997) it is shown that the average time of the 1024 bit public key generation is approximately 154.4 seconds by using GNU MP library version 1.3.2. The average time to generate such a key on a PC is approximately 2 seconds. Based on that argument, we could state that the algorithm of Young and Yung cannot be used practically and could not be embedded in RSA cryptographic systems. We state this because any user of a hardware device or a software cryptographic library will notice that key generation is slow and would be suspicious that something is wrong. That would be the reason which will lead to revealing the embedded Kleptographic algorithm.

At present days some new Kleptographic algorithms are created. They present good ideas and demonstrate the danger power of Kleptography could be. One of that algorithms was presented by Markelova (2021). She presented ideas of SETUP attacks on RSA in two variants. One of them is by using of elliptic curves as basis for the attack.

## 3. Kleptography attack on RSA by a new approach

In this part of the article, an idea for a new kind of kleptographic algorithm will be described and the importance of the rules for generating RSA keys and the need to supplement them will be discussed. The idea is based on a new way of representing whole numbers.
3.1. Mathematical fundamentals. To present how the mathematical ratio of $p$ and $q$ impacts RSA security, we will show a little bit different representation of $N$. Let $N=p \cdot q=t^{2}+r$, hence $N \equiv r \bmod t$ and $t=\lfloor\sqrt{N}\rfloor$. Another representation which we will use is $N+R=$ $(t+1)^{2}$. From this we can derive

$$
\begin{align*}
t^{2}+2 \cdot t+1 & =N+R,  \tag{4}\\
2 \cdot t-r & =R-1 \tag{5}
\end{align*}
$$

The above formulas are easily represented as in Fig. 1.


Fig. 1. Simple graphical representation of $N=p \cdot q$.


Fig. 2. Combined graphical representation of Eqns. (4), (5) and $N=t^{2}+r$.

If we represent multipliers $p$ and $q$ of $N$ as $p=t+x$ and $q=t-y$, where $p>q$ (hence $x>y$ ), we can derive the following equations:

$$
\begin{gather*}
N=(t+x) \cdot(t-y),  \tag{6}\\
N=t^{2}+t \cdot x-t \cdot y-x \cdot y,  \tag{7}\\
N-t^{2}=t \cdot(x-y)-x \cdot y,  \tag{8}\\
r=t \cdot(x-y)-x \cdot y,  \tag{9}\\
t=\frac{r+x \cdot y}{(x-y)} . \tag{10}
\end{gather*}
$$

The above formulas result in

$$
\begin{gather*}
p+q=2 \cdot t+x-y  \tag{11}\\
p-q=x+y \tag{12}
\end{gather*}
$$

If we form a square with side length $\frac{1}{2}(p+q)$ and from its area subtract the area of another square with side length $t$, we get

$$
\left(\frac{p+q}{2}\right)^{2}-t^{2}=v
$$

hence

$$
\left(\frac{p+q}{2}\right)^{2}=v+t^{2}
$$

By definition, the modulo number $N$ in the RSA key is a composite number which is a product of two very big prime numbers $p$ and $q$. If they are prime and greater than 2 then these numbers are odd hence the sum of $p$ and $q$ is even and $\frac{1}{2}(p+q)$ is an integer number.


Fig. 3. Graphical representation of the connections between $p, q, t, x, y$ and $m$, which are introduced and derived in the equations up to (15) and one new variable $i=m+y$.

The square with side $\frac{1}{2}(p+q)$ has a greater area than the square with side $t$ because, by definition, $p>q$, hence $x>y$ and if we refer to (11), we can deduce that $\frac{1}{2}(p+q)>t$. It follows that

$$
\begin{equation*}
\frac{p+q}{2}=t+m \tag{13}
\end{equation*}
$$

From (11) and (13) it is clear that

$$
\begin{equation*}
\frac{2 \cdot t+x-y}{2}=t+m \tag{14}
\end{equation*}
$$

Simplifying (14) yields

$$
\begin{equation*}
x-y=2 \cdot m \tag{15}
\end{equation*}
$$

Figures 3 and 4 present more clearly all connections between the equations above.

Denoting the sum of $y$ and $m$ as $i=y+m$ and taking a look at Fig. 4 where three zones are marked with equal areas, we easily derive the formula which is a representation of the composite number $N$ as the difference of two squares:

$$
\begin{equation*}
(t+m)^{2}-i^{2}=N \tag{16}
\end{equation*}
$$

This formula looks the same as Fermat's formula, which represents a composite number by the difference of two squares, but in it the new variable $m$ is in use. Substituting $m=g+1$ in (15) yields

$$
\begin{equation*}
g=\frac{x-y-2}{2} . \tag{17}
\end{equation*}
$$

Doing the same in (16), we get

$$
\begin{equation*}
(t+g+1)^{2}-i^{2}=N \tag{18}
\end{equation*}
$$

If we express $i$ by equation $i^{2}=(t+g+1)^{2}-N$, the following simplified formula expressing $i$ by $g$ can be derived:

$$
\begin{equation*}
i^{2}=(t+1)^{2}+2 \cdot g \cdot(t+1)+g^{2}-N \tag{19}
\end{equation*}
$$



Fig. 4. Graphical representation of $N$ as the difference of two squares: $(t+m)^{2}$ and $i^{2}$.

At the beginning $N$ was expressed by equation $N+R=$ $(t+1)^{2}$. If this is used to substitute $N$ in (19),

$$
\begin{equation*}
i^{2}=g^{2}+2 \cdot g \cdot(t+1)+R \tag{20}
\end{equation*}
$$

From (20) it follows that if $g=0$ then $R$ is an exact square.

Based on all derived formulas up to now, we could state two things: (i) if $t$ and $R$ have firmed values connected to a number $N$ then the value of that $N$ depends on the value of the variable $g$ only; (ii) the minimal value of $g$ we will be attained when the difference between $p$ and $q$ is equal to 2 , which means $g=0$.

By definition, we know the value of $N$ and we compute $t$ and $R$ because from the first defined formulas it is known that $t=\lfloor\sqrt{( } N)\rfloor$ or $N \bmod t=r$ and $R=\left(t^{2}+1\right)-N$. As a consequence, we can deduce that if we want to factorize $N$, we have to find out a value of $g$. From all formulas above it is true that $g$ is in direct proportion of the difference of $p$ and $q$. If the composite number $N$ has more than two factors, then we will have a value of $g$ for every pair of factors which, after multiplication, have as a result the value equal to the number $N$. As a consequence, we know that the lower the value of $g$, the closer the values of the multipliers in the pair of $p$ and $q$.

The next example demonstrates what is the difference between Fermat's factorization and the way described above through $g$.

Example 2. (Factorization of $N$ : Fermat vs. finding g) If we have to factorize $N$ by the Fermat method, we have to find the smallest number that is squared and added to $N$ to give an exact square. For $N=3611$ that number is 67

$$
3611+67^{2}=8100=90^{2}
$$

If we use our known values for $t$ and $R$, through increasing the value of $g$ by 1 starting from 0 and using that to
calculate $i$ by (20), we will get that for $g=29$ and $i=67$,

$$
\begin{gathered}
t=\lfloor\sqrt{3611}\rfloor=60 \\
R=(60+1)^{2}-3611=110, \\
i^{2}=29^{2}+2 \cdot(60+1) \cdot 29+110=4489 \\
i=67 .
\end{gathered}
$$

The example demonstrates that by Fermat's method we will have different steps of searching for a proper value of $i$ than to find the value of $g$. That statement is a consequence of (20).

We think that there is one essential question: Is there a way to decrease the value of $g$ ?. The answer is 'yes'. This could be done by multiplying $N$ by $n=a \cdot b$ and if $a / b \approx p / q$ as a consequence of $M=n \cdot N=p \cdot q \cdot a \cdot b$ then we will have $g_{M}<g_{N}$. Even if the values of the relationship do not match completely, $\lfloor a / b\rfloor=\lfloor p / q\rfloor$ and the value of $g_{M}$ could be 0 . In other words, we will have a new bigger composite number $M$ with factors $a \cdot p \approx$ $q \cdot b=f$ for which $\left\lfloor\frac{a \cdot p}{q \cdot b}\right\rfloor \approx c$, where $c \ll q<p$ and $g_{M}<g_{N}$.

If we could find $g_{M}$ easier than $g_{N}$ and factorize $M$, then we can use the greatest common divisor calculation between $N$ and factor $f$ of $M$, and in this way we can obtain the values of $p$ or $q$.

As a conclusion, we could say that the mathematical ratio of $p$ to $q$ is very essential to the security of systems which are based on RSA. The algorithm of finding a proper mathematical ratio of $p$ to $q$ which leads to decreasing $g$ to very small values and that allows integer factorization will be called Fusion of Number Balance.

The process of key generation for RSA cryptographic systems follows several rules. We will consider official standards of two organizations: NIST (2019) and ETSI (2007). These standards regulate processes of RSA key generation. In the description of the rules, we will denote by $n$ Bits $=l / 2$ the half of the binary size $l$ of $N$.

First in SP $800-56 \mathrm{Br} 2$ of the NIST recommendations (page 37), we can find the following rules:

1. Primes $p$ and $q$ have to be truly prime numbers.
2. The sizes of $p$ and $q$ have to be in the range

$$
] 2^{n B i t s-1}, 2^{n B i t s}[.
$$

3. Primes $p$ and $q$ have to be generated in different integer intervals to guarantee that the distance between them is really big in the binary representation,

$$
|p-q|>2^{\text {nBits-100 }}
$$

## 4. Let $N$ be the product of $p$ and $q$.

In the second recommendation source, TS 102 176-1 V2.0.0 of ETSI in Annex C entitled "Generation of RSA modulus", we can find the following rules of generating number $N$ :

1. Choose a random prime number $p$ in the range

$$
] 2^{n B i t s-15}, 2^{n B i t s+15}[
$$

2. The sizes of $p$ and $q$ have to be in the range

$$
\left[\frac{2^{n B i t s-1}}{p}, \frac{2^{n B i t s}}{p}[\right.
$$

3. If the condition $0.1<\left|\log _{2} p-\log _{2} q\right|<30$ is not satisfied, go back to the first step.
4. Let $N$ be the product of $p$ and $q$.

Rules of RSA key primitives generation are also provided by ENISA. The document considers requirements for RSA key domains Smart et al. (2014,

Table 1. Example of RSA key domains with a low value of $n=a \cdot b$.


Section 3.5). They are similar to those described and considered by the ETSI standard.

There are two variants of attacks which could affect negatively RSA cryptographic systems security harder than attacks or the mathematical basis of the algorithms. One of these ways concerns processes of public key generation. In the next part of the paper we will clarify how, according to us, all rules connected to key generation process which are enumerated above are not enough. This will be achieved by using mathematical basics described at the beginning of this section and will emphasize the importance of reliable and correct public key generation.

Table 1 contains domains of the RSA key example which presents highlights the importance of $g$.

RSA key domains presented in Table 1 satisfy all criteria of NIST and ETSI standards but we will use the value of number $N$ to show how important the mathematical ratio of $p$ to $q$. We used the values of $p$ and $q$ from Table 1 and calculated $g_{N}$. That value of $g_{N}$ is as follows:

68FF4F9CB155A0990D31735E53E3EC68CC287239 77C4070BD4D45D81D3418BE962D7ACADCE71939C 7C8CB78C7FFD995EAE18E4B7D8CEE8672AE350F9 6EFD568B7BE5088B46C582452166DE1521DD9B16 FEC7258372F419AF7033A3C83C5156715EE97DBD 775FDC00AE8DFAEAD9996E6A7A541C24C861A3A3 2E98B5B84C5843

Applying the algorithm Fusion of Number Balance to $N$, after 41 minutes of its execution on a computer (i5 10th generation based CPU) we obtained a value of $n=$ DD62427(dec:232137767). With that value of $n$ we calculated the new number $M=n \cdot N$. That $M$ has $g_{M}=0$, which means that we can calculate $i_{M}$ through

$$
\begin{equation*}
i_{M}^{2}=\left(t_{M}+g_{M}+1\right)^{2}-M \tag{21}
\end{equation*}
$$

Equation (21) can be used as a detector of $g_{M}$. If $g_{M}$ has a proper value we could find a value of $i_{M}^{2}$ which has to be an exact square. Hence it is possible to calculate a multiplier $f$ of $M$ :

$$
\begin{equation*}
f=q_{M}=t_{M}-i_{M}+1 \tag{22}
\end{equation*}
$$

To obtain the factor of $N$ we have to calculate the GCD of the values $N$ and $f$ :

$$
\begin{equation*}
z=\operatorname{GCD}(N, f) \tag{23}
\end{equation*}
$$

If we do all calculations with parameter values equal to our example numbers above, we will get the following:

```
Algorithm 2. Fusion of Number Balance.
Require: \(N, U_{n}, U_{g}\)
    for \(n=0 ; i<U_{n} ; n++\mathbf{d o}\)
        \(M:=N \cdot n\)
        \(t_{M}:=\lfloor\sqrt{M}\rfloor\)
        for \(g_{M}=0 ; i<U_{g} ; g_{M}++\mathbf{d o}\)
            \(l:=\left(t_{M}+g_{M}+1\right)^{2}-M\)
            \(i_{M}:=\lfloor\sqrt{l}\rfloor\)
            if \(i_{M}^{2}=l\) then
                \(f:=t_{M}-i_{M}+1\)
                \(z:=\operatorname{GCD}(N, f)\)
                return \(z\)
            end if
        end for
    end for
    return 0
```

| n | DD62427 |
| :---: | :---: |
| M | A9138E7BDD03F2271A1A1EA309F834D96BFFA02F D7E8AEF0A92BE66D7513FF2CF64F73E16CBB115A 825874F8A88300539D6680D1F4214CFCF1D9D110 C378A363A6CEAA7962E4868A21F81883BDFAB3FC 97D41629F06EAFDC1EF925A72CA5499E8BE9EB93 CF6EC891C35CA39B7462589143E9335FF111D22D 6F75B5EED7F072952A9CAC1BEB36E7708D7A9681 FAEF9A139AFC4879C9C3D71650C54EE92C9FECD0 834601A52DD70052579258C4D0EA5CA0C9D99A35 B5EB7E29EBA5E003C2ED5F8D2788881DE9DC8A43 0FB13C562AE0DA04817868C23F869667DEFDD0CA DB95A8D518C965423EA69CB41FD1802D3E4B9360 CD89E89952AEC365FC3A7677EAD6D097D2B5C27 |
| $t_{M}$ | 3403022429B7D650B5E10FD69FF33226D9248CF3 B11034C4D1C0B02324C881C7E47EEFAA664C3D55 98DB1D8EBE4AB376F32ED1EA692DCA3ECB8F7FD9 F4042EBAA15278595DC1F9C615EC22B5E708A357 096C2DB28E3BE7826097CE6FBF369D56CE30E20C 44 D8144CAB946AF088A957DAF3F13E774723CA2B EBB4A3AA895E7E7DE29B |
| $i_{M}$ | 585BAD |
| $f$ | 3403022429B7D650B5E10FD69FF33226D9248CF3 B11034C4D1C0B02324C881C7E47EEFAA664C3D55 98DB1D8EBE4AB376F32ED1EA692DCA3ECB8F7FD9 F4042EBAA15278595DC1F9C615EC22B5E708A357 096C2DB28E3BE7826097CE6FBF369D56CE30E20C 44 D8144CAB946AF088A957DAF3F13E774723CA2B EBB4A3AA895E7E2586EF |
| $z$ | D29438CF85A6BE8549CB656EB89D0C0462100D37 72EE9983D0C153A201CF9A260F2254552F66DDF9 A7E543F0183551FC28E9358259F40C30B4288C37 6AA4FECACD8A8FE86E7BFCBE5183737706829755 FA574B7E9AA39DAAD4346B18A4B573E3F269B593 FEED02BF22A859F70F1FEDB37C3F6D18ED498F1C 319B408CD6FFC3DD |

The obtained value of $z$ is equal to the factor value $q$ of $N$.

We write down the algorithm Fusion of Number Balance with the pseudocode of Algorithm 2. It uses three input parameters, the number $N$, an upper limit number $U_{n}$ for $n$ and an upper limit number $U_{g}$ for $g_{M}$. As a mathematical basis, Eqns. (21)-(23) are used.

Algorithm 2 is not a general factorization algorithm, which means that it cannot be used to perform an effective
attack against all generated RSA keys, but it can probably be used to quickly crack a significant number of them, and this raises a big question: Should we add a new rule to evaluate the mathematical ratio of $p$ to $q$ in standards related to the key generation process for RSA-based cryptographic systems?
3.2. Kleptographic algorithm. Everything we have described so far has forced us to think about whether, how and to what extent this can affect the security and resilience of RSA based cryptographic systems. One of the questions we asked ourselves was whether it was possible to create a kleptographic algorithm based on a predetermined fixed mathematical ratio of $p$ to $q$ which would be known only on the developer of a cryptographic system (we will call this developer an attacker). As a result, we created a kleptographic algorithm which will be described in this section. We called it gBasedKleptoRSA2.

The functionality of gBasedKleptoRSA2 is divided into two base phases. The first includes the attacker's key parameters which we can call the domains of her key. This is neither a symmetric nor an asymmetric key, because the attacker does not use a cryptographic algorithm to protect the data which leak throughout a hidden channel. The carrier of the information that will allow the attacker to factorize quickly a compromised domain $N$ of an RSA key will be the user's public key certificate. The security of the hidden channel which helps the attacker to be invisible is based on a very big value of the ratio of $p$ to $q$, which is known in advance to her only. These parameters of the attaker's key could be used no matter what RSA key size has to be created by the cryptographic system key generator (1024 bit size or lager). After these parameters have been created, the attacker puts part of them into hardware firmware or in a software library as a set of constants. The parameters which are used in this phase are the following:

1. Number $l$ which determines the base length in bits of the other parameters it has to be in the range 126, ..., 192;
2. Base parameters $a$ and $b$ with random values and approximately $l$ bit length. The binary size difference between $a$ and $b$ have to be less than 4 bits (|bitsize (a) - bitsize $(b) \mid<4)$;
3. Base "modifier" integer $K$ which has binary size $l$ 63;
4. Map matrix $R_{x, y}$ which is a two-dimensional array with $9 \times 9$ elements and each contains two values $a_{s h}$ and $b_{s h}\left(R_{x, y}=R[x, y]\left[a_{s h}, b_{s h}\right]\right)$. Each of them is in the range $-4, \ldots, 4\left(a_{s h}, b_{s h} \in-4, \ldots, 4\right)$. Each combination of $a_{s h}$ and $b_{s h}$ is unique (see Appendix A);
```
Algorithm 3. Generate base parameters for
gBasedKleptoRSA2.
Require: \(l, a, b, R_{x, y}\{\) bitsize \((a)-\operatorname{bitsize}(b)<4\}\)
    \(K:=\) RandomBigInteger \((l-63)\)
    \(S[0][a]:=a\)
    \(S[0][b]:=b\)
    for \(i=1 ; i<81 ; i++\mathbf{d o}\)
        \(D_{s h}:=\) RandomRange(32 .. 54)
        \(Z:=K \operatorname{shl} D_{s h}\)
        \(x:=i \operatorname{div} 9\)
        \(y:=i \bmod 9\)
        if \(R[x, y]\left[a_{s h}\right] \geq 0\) then
            \(S[i][a]:=\left(a \operatorname{shl} R[x, y]\left[a_{s h}\right]\right)+Z\)
        else
            \(S[i][a]:=\left(a \operatorname{shr} R[x, y]\left[a_{s h}\right]\right)+Z\)
        end if
        if \(R[x, y]\left[b_{s h}\right] \geq 0\) then
            \(S[i][b]:=\left(b \operatorname{shl} R[x, y]\left[b_{s h}\right]\right)+Z\)
        else
            \(S[i][b]:=\left(b \operatorname{shr} R[x, y]\left[b_{s h}\right]\right)+Z\)
        end if
    end for
    \(D_{u}:=\) RandomRange \(\left(2^{16} . .2^{32}\right)\)
    return \(S, D_{u}\)
```

5. Parameter $D_{s h}$ which is an integer in the range $32, \ldots, 54$.

As a result of that first phase two parameters are generated:

1. a constant $D_{u}$ with a size of approximately 32 bits;
2. a table $S$ with 81 rows which contain pairs $a$ and $b$ with a bit length approximately equal to $l$ (plus or minus 4 bits relative to $l$ ).

The attacker uses all parameters above to produce table $S$. She will put $S$ and $D_{u}$ into the hardware device or software library which are created to be RSA key generators.

It is important to stress that all the following algorithms do not use procedures for fast generation of prime numbers when large random numbers are created. We will use two functions of random number generation. The first one RandomBigInteger (int $x$ ), generates a big integer number with $x$ bit size. The second, RandomRange(lo..hi), generates randomly an integer in the range $l o, \ldots, h i$ where the maximum value is $2^{32}-1$.

The algorithm of generating $S$ and $D_{u}$ is presented by the pseudocode of Algorithm 3.

Algorithm 3 of RSA key generation uses the following input parameters: $k$ (key size, i.e., 1024, 2048 etc.), $S, D_{u}, e$ (public exponent), $d_{a}$ and $d_{b}$, where the values of last two parameters are results of functions

```
Algorithm 4. Generate RSA kleptographic key domains.
Require: \(k, S, D_{u}, e, d_{a}, d_{b}\)
    \(l:=\operatorname{bitsize}(S[0][b])\)
    \(u:=\) RandomBigInteger \(((k / 2)-l)\)
    \(m:=\) RandomRange(0..80)
    for \(i=0 ; i<81 ; i++\mathbf{d o}\)
        \(f:=(m+i) \bmod 81\)
        \(d:=\left(u-D_{u}\right) \cdot\left(u+D_{u}\right) \cdot S[f][a] \cdot S[f][b]\)
        if \(\operatorname{bitsize}(d)=k\) then
            \(D_{a}:=\) RandomRange(1..171) shl \(d_{a}\)
            \(p:=\operatorname{NextPrime}\left(\left(u-D_{u}\right) \cdot\left(S[f][a]+D_{a}\right)\right)\)
            \(D_{b}:=\) RandomRange(1..171) shl \(d_{b}\)
            \(q:=N e x t P r i m e\left(\left(u+D_{u}\right) \cdot\left(S[f][b]+D_{b}\right)\right)\)
            if \(p<q\) then
                \(z:=p\)
                \(p:=q\)
                \(q:=z\)
            end if
            break
        end if
    end for
    \(N:=p \cdot q\)
    \(d:=e^{-1} \bmod \varphi(N)\)
    return \(N, p, q, d\)
```

$G_{a}(i d$, time $)$ and $G_{b}(i d$, time $)$, i.e., $d_{a}=G_{a}(i d$, time $)$ and $d_{b}=G_{b}(i d$, time $)$. The input parameters of these functions are the identifier of the certificate and the start date of validity. They have different results when their input parameters are the same. Results of functions $G_{a}$ and $G_{b}$ are in the range $1, \ldots, 103$. In the next algorithm we will use another function NextPrime (BigInteger $x$ ). That function returns the value of the next prime number bigger than $x$.

The algorithm of RSA key generation by gBasedKleptoRSA2 is represented as Algorithm 4.

The formulas for $p$ and $q$ which are used in Algorithm 4 are as follows:

$$
\begin{align*}
& p=\left(u-D_{u}\right) \cdot\left(S[f][a]+D_{a}\right)+r_{p},  \tag{24}\\
& q=\left(u+D_{u}\right) \cdot\left(S[f][a]+D_{b}\right)+r_{q} . \tag{25}
\end{align*}
$$

The algorithm ends when suitable values for $S[f][a]$ and $S[f][b]$ are found, i.e., the product of $p$ and $q$ has a bit length equal to the needed key size. The product of $r_{p}$ and $r_{q}$ is the count of iterations which are needed to generate the final key domains. This is the biggest part of key generation time because for each iteration $r_{p}$ and $r_{q}$ the primality test is performed.

Several examples of RSA generated key domains with different key sizes from 1024 to 4096 bits are presented in Appendix B. In the generation process for all keys contained in Appendix B, the same table $S$ was used as a key generation parameter.

```
Algorithm 5. Factorization of compromised RSA key.
Require: \(S, N, e, d_{a}, d_{b}\)
    for \(i=0 ; i<81 ; i++\mathbf{d o}\)
        for \(w L=1 ; w L<172 ; w L++\mathbf{d o}\)
            \(a V:=S[i][a]+\left(w L \operatorname{shl} d_{a}\right)\)
            for \(w H=1 ; w H<172 ; w H++\mathbf{d o}\)
            \(b V:=S[i][b]+\left(w H \operatorname{shl} d_{b}\right)\)
            \(n:=a V \cdot b V\)
            \(M:=n \cdot N\)
            \(t:=\lfloor\sqrt{M}\rfloor\)
            \(z:=(t+1)^{2}-M\)
            \(i:=\lfloor\sqrt{z}\rfloor\)
            if \(i^{2}=z\) then
                    \(f:=t-i+1\)
                    \(q:=G C D(f, N)\)
                    \(p:=N \operatorname{div} q\)
                    \(d:=e^{-1} \quad \bmod \varphi(N)\)
                    return \(p, q, d\)
                end if
        end for
        end for
    end for
    return \(p=0, q=0, d=0\)
```

The next algorithm, represented as Algorithm 5, contains the steps of execution which the attacker makes in order to decompose $N$ (the modulo number of the compromised RSA public key). To perform a successful attack, an attacker needs three things: the contents of the table $S, D_{u}$ and the certificate, which is the user's public key. When the attacker obtains a user certificate, she first calculates $d_{a}=G_{a}(i d$, time $)$ and $d_{b}=G_{b}(i d$, time $)$ and then performs the steps of Algorithm 5. It is important to note that this is applicable when the bit size of the product of $a$ and $b$ is less than the half of the key length.

If the attacker is successful, the result of this algorithm are values of $(p, q, d)$ greater than zero and this is true if the input parameter $N$ is a part of the compromised RSA key which is generated with predefined $S$ and $D_{u}$; otherwise, the result is $(p=0, q=$ $0, d=0)$.

In cases when half of the key size $(k)$ is smaller than the product of $a_{f}$ and $b_{f}\left(a_{f}=S[f][a]\right.$ and $\left.b_{f}=S[f][b]\right)$, we will use another algorithm to obtain factors $p$ and $q$. When this is true, $u<a_{f}$ and $u<b_{f}$. We have

$$
\begin{aligned}
N \approx & \left(\left(u-D_{u}\right) \cdot a_{f}+r_{p}\right) \cdot\left(\left(u+D_{u}\right) \cdot b_{f}+r_{q}\right) \\
= & \left(u^{2}-D_{u}^{2}\right) \cdot a_{f} \cdot b_{f}+\left(u-D_{u}\right) \cdot a_{f} \cdot r_{q} \\
& +\left(u+D_{u}\right) \cdot b_{f} \cdot r_{p}+r_{p} \cdot r_{q} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
u \approx\left\lfloor\sqrt{N \operatorname{div} a_{i} \cdot b_{i}}\right\rfloor . \tag{26}
\end{equation*}
$$

This means that the result of the computation $u=$ $\left\lfloor\sqrt{N \operatorname{div} a_{f} \cdot b_{f}}\right\rfloor-D_{u}$ is a float value on the least
significant bit if $u \ll a_{f} \cdot b_{f}$ (the least significant bit of $u$ can be 0 or 1 ). As a consequence, if half of the key size $(k)$ is smaller than the product of $a_{f}$ and $b_{f}$, then the attacker could obtain $p=\left(u-D_{u}\right) \cdot\left(S[f][a]+D_{a} \operatorname{shl} d_{a}\right)$, where calculation is performed for every $D_{a} \in\{1, \ldots, 171\}$ combined with all pairs $a_{f}$ and $b_{f}$. If the multiplier $p$ is found, then $N \bmod p=0$.

### 3.3. Finding if gBasedKleptoRSA2 could be hidden.

 In order to exist and be used in practice, a kleptographic algorithm must have characteristics that allow it to go unnoticed. That is why we have to analyze whether it is possible to detect gBasedKleptoRSA2 if it is embedded into cryptographic systems.If a kleptographic algorithm is not hidden enough, the first feature which could be obvious is the domain generation time of a key. If there is an abnormal time difference of key generation between non-kleptographic and kleptographic algorithms that could be a reason to suspect something is wrong in the key generating tool, this will raise the question of whether kleptography is used in it.

To estimate the generation time through gBasedKleptoRSA2, we performed more than 2000 key generations with lengths from 1024 to 4096 . In that process we used two $S$ tables $S_{1}$ and $S_{2}$. The root parameters $a$ and $b$ which were used to create table $S_{1}$ had a length of 152 bits each and for $S_{2}$ this was 232 bits. We made a comparison of the average times of key generation through gBasedKleptoRSA2 and the openSSL library (version 1.1.1h22 Sep 2020). For key generations, the same computer was used. The results of performed tests are as follows:

- 1024 bit key:
- using: $S_{1} 362 \mathrm{~ms}$, S2 293 ms
- openSSL 285 ms
- 2048 bit key:
- using: $S_{1} 2.04 \mathrm{sec}, S_{2} 1.7 \mathrm{sec}$
- openSSL 350 ms
- 4096 bit key:
- using: $S_{2} 33 \mathrm{sec}$
- openSSL 911 ms

We have to emphasize that in the openSSL library an RSA key is generated trough fast prime number generation algorithms. That is why an obvious time difference exists when 2048 and 4096 bit keys are generated. If other cryptographic tools are used instead of openSSL, the time required to generate 1024 and 2048 bit keys is comparable to that of gBasedKleptoRSA2. That
sets a task for future work to find out why openSSL owns a feature like that. One of the possible reasons could be that the intervals where $p$ and $q$ are generated are not random enough. This could lead to of set of limited mathematical ratios of $p$ to $q$. As a consequence, if that is found, then Fusion of Number Balance can be used for factorization.

The next part of our analysis concerns the possibility of finding a pair of $a_{i}$ and $b_{i}$. If this is proven, it is enough to state that the kleptographic algorithm gBasedKleptoRSA2 is embedded into the system which we analyze. To do that, we need to have one pair $p$ and $q$ from a key produced by the system which we analyze and to generate $(171 \cdot 103)^{2} \cdot 81=25127639289$ other keys by the same system. We have to do that to be sure that we have a $100 \%$ possibility to find out the same $a_{i}, b_{i}, d_{a}, d_{b}$, $D_{a}$ and $D_{b}$ in other keys which are being used in obtaining our base pair $p$ and $q$. This is the first difficulty because if a single 1024 bit key generation time is the lowest one 290 ms the that will take 84340 days ( 231 years). Of course, if the key generation process is parallelized, this would take less time but money investments have to increase. For example, the Microsoft cloud HSM could be rented for about $\$ 4.85$ per hour or the IMB cloud HSM will cost $\$ 1250$ per month. This is not a big investment for an organization but it needs to invest one million dollars to perform that amount of key generation per week.

The next difficulty is a bigger obstacle. We have to perform 25127639289 checks of $\operatorname{GCD}\left(w_{i}, w_{j}\right)=A$ to find out an existence of at least one value for $A$ which has at least 126 bit length. In that calculation $i \neq j$ and $w_{x}=p_{x}-r_{x}$, where $p_{x}$ is an RSA key domain parameter (a factor of $N_{x}$ ) and the maximum value $r_{x}$ is the difference between $p_{x}$ and previous prime number lower than $p_{x}$. All calculations described above took at least 10 min for 1024 bit key when i5 10th generation with $60 \%$ load and 2.7 GHz maximum clock is used. The time it will take for this analysis to be successful will be 478075 years.

Here is the place to recall that the values of $D_{a}$ and $D_{b}$ are in the range $1, \ldots, 171$ and theses of $d_{a}$ and $d_{b}$ are in the range $1, \ldots, 103$. These ranges could be bigger. The time required for an attacker to factorize $N$ for a 1024-bit key with these parameters is less than 10 seconds, for a 4096 bit-key is less than 35 seconds. These are very small values of time for attack execution.

All the parameters related to gBaseKleptoRSA2 make it dangerous if used in an RSA cryptographic system, and we can say that it is very likely to remain hidden if no serious analysis is done on the keys generated by such a system.

Speaking of kleptography and after the introduction of gBasedKleptoRSA2, we want to draw attention to a study entitled "The million key question-Exploring the origins of RSA public keys", which was done by Czech team developers (Svenda et al., 2016). In their study,
they evaluated the process of RSA key generation. They have investigated over 39 hardware devices and software libraries. One of the results shows a very interesting fact. Among all analyzed tools only the Microsoft key generation tool has a good probability distribution of the most significant byte of the prime $p$ and its corresponding prime $q$. A bad distribution could be a sign of a poor ratio of $p$ to $q$. This may be due to a hidden unintentional form of kleptography, which is as consequence of the prime number generating principle. In other words, this could be due to the use of fast generating prime numbers algorithms for example. But all the results mentioned could be a sign of very dangerous vulnerability which affects seriously resilience of RSA based cryptographic systems.

## 4. Conclusion

Based on our experience in the field of information security and our knowledge in number theory, we aim to increase the cryptographic security of systems that people use widely. The presented approach to security assessment on one of the most commonly used encryption algorithms aims to focus efforts on creating algorithms that will increase the security of RSA based cryptographic systems. We have to stress that the suggested algorithm Fusion of Number Balance is not a factorization algorithm in general.

This article shows the need for new requirements and rules to be part of worldwide standards for RSA key generation. These new rules should serve to prevent the creation of RSA keys that are easy to attack as a result of a small mathematical ratio of $p$ to $q$. Without such a new part of the rules, it is very possible that a form of kleptographic attack is part of existing systems based on RSA. This may be due to the desire to use algorithms to quickly generate large prime numbers, which is a consequence of wanting the key generation process to be as fast as possible. Practically speaking, if a form of kleptographic attack based on the idea described by gBasedKleptoRSA2 is implemented in a cryptographic system, the information security of the organization in which this system is operated seriously threatens its security and work resilience.

Our future efforts will be to develop an algorithm which will increase RSA security by suggesting a better calculated ratio of $p$ to $q$. The other future work will include an improvement of the algorithm which deals with estimation of the probable ratio of $p$ to $q$ and will aim at speeding up Fusion of Number Balance.
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## Appendix A

Matrix $R_{x}, y: 9 \times 9$ values:


## Appendix B



ID: 21024 bit size generation time: 250 ms 417386A7E084955B94BF33983102AA263A8C01E 4FE36899182C148B9805375F3B3ABC28296B0B6 881FAB8EF8928B9E001032EBA199FFAC1BF3A4D FCB43353B71
(size 511 bits)
281D3C6E65D0E7DEBB9CB8813F5FAF9887F8122 ABA1FF099436F5C2FF89E9F6B1A03A47EA6AE26 0F3211E37ACF61593BBC8D264057542F5FFF58D 0A71410A129D
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