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There are two main approaches to tackle the challenge of finding the best filter or embedded feature selection (FS) algorithm: searching for the one best FS algorithm and creating an ensemble of all available FS algorithms. However, in practice, these two processes usually occur as part of a larger machine learning pipeline and not separately. We posit that, due to the influence of the filter FS on the embedded FS, one should aim to optimize both of them as a single FS pipeline rather than separately. We propose a meta-learning approach that automatically finds the best filter and embedded FS pipeline for a given dataset called FSPL. We demonstrate the performance of FSPL on \( n = 90 \) datasets, obtaining 0.496 accuracy for the optimal FS pipeline, revealing an improvement of up to 5.98 percent in the model’s accuracy compared to the second-best meta-learning method.
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1. Introduction

A central problem in the development of machine learning (ML) solutions is to identify which data features are most useful for obtaining the optimal results (Molina et al., 2002). To address this challenge, multiple algorithms have been developed for feature selection (FS). These algorithms can be divided into three main groups: filter, embedded, and wrapper (Rosenfeld et al., 2015; Chandrashekar and Sahin, 2014). The filter FS algorithms act as a pre-processing step to rank the features based on their connection to the target class variables wherein the features with the highest connection are selected to obtain a smaller dataset (Chandrashekar and Sahin, 2014). Embedded FS algorithms select the features that yield the best performance for a specific learning algorithm as an integrated step within that learning algorithm. This approach captures feature dependencies since it considers not only relations between one input feature and its output but also locally searches for features with better discrimination (Kumar and Minz, 2014). Wrapper FS algorithms are also based on a criterion of the performance of an ML model (for example, the model’s accuracy) but the search process to find the best feature subset is external to that algorithm (e.g., wrapped around it). Wrapper FS algorithms obtain promising results within a wide range of applications such as image classification (Ma et al., 2017), biomedical entity extraction (Akshaikhdeeb and Ahmad, 2017), and SMS spam identification (Mussa and Jameel, 2019). However, they are considered expensive or even not feasible to use on large data sets due to the need to train and evaluate ML models multiple times during the training phase (Molina et al., 2002; Kusy and Zajdel, 2021).

Based on the no free lunch (NFL) theorem, seeking one FS algorithm that always works well and outperforms all other methods is considered infeasible (Shilbayeh and Vadera, 2014). Consequently, alternatives have been suggested, such as to dynamically generate ensemble FS algorithms for novel datasets, given a set of available FS algorithms.
algorithms (Bolón-Canedo and Alonso-Betanzos, 2019; Teisseyre, 2022; Seijo-Pardo et al., 2017). As is the case with ensemble learning in general, advocates for creating ensembles of FS algorithms claim that they yield better performing and more stable models. This is because using several algorithms instead of just one increases the chance of finding the best performing algorithm and also increases robustness through reducing the differences between the outputs of different algorithms (Bolón-Canedo and Alonso-Betanzos, 2019; Saeys et al., 2008). While this approach often produces good results, ensembles produce unique FS results for each dataset making it difficult to generalize, explain, and evaluate the robustness and stability of the FS phase in the ML pipeline (He et al., 2021; Waring et al., 2020). Another approach, taken by this research, is to limit ourselves to a list of available FS algorithms and assume that one method does not fit all datasets. Similar to the algorithm selection problem which was generally posed (Rice, 1976), we specifically aim to identify which FS algorithm works best for a given dataset and thus find the best FS/dataset combination.

This paper aims to answer the following question: 
*Can we automatically learn which filter and embedded FS pipeline works best for a given dataset?* by developing a new search approach that finds a meta-learning model based on features’ of different datasets and their interconnection to multiple FS pipelines. The novelty of FSPL, a feature selection pipeline meta-learning algorithm, lies in two points. First, this work is the first to construct a unique meta-feature vector for datasets designed specifically for the FS pipeline. Second, the work uses a new search approach to find the best-performing meta-learning model for the FS pipeline task automatically.

The paper is organized as follows. Section 2 provides a literature review of FS and meta-learning methods. In Section 3, we present the FSPL algorithm and detail its meta-feature vector constrictor approach. Section 4 describes the results of an empirical evaluation of the proposed approach and comparison to other meta-learning methods. Section 5 concludes the paper and offers future work.

2. Background and related work

Dataset sizes have become increasing more complex. This growth has allowed for the development of successful ML models in multiple tasks such as computer vision (Tokarev et al., 2021; Maile et al., 2021; Ometto et al., 2019), natural language processing (Wu et al., 2020; Kang et al., 2020; Savchenko and Lazebnik, 2022) signal processing (Wasimuddin et al., 2020) and others domains (Shatte et al., 2019; Lazebnik et al., 2022; Keren Simon et al., 2023). The complexity of these collected datasets can be characterized by both their numbers of records and features and a high level of noise (Tang et al., 2014).

To address this dataset complexity, methods for dimensionality reduction have been proposed to clarify the relationships between these datasets and their learned models (Zebari et al., 2020). However, due to a large number of methods and the large diversity between them and when they are best suited to be used, several meta-learning methods have been proposed to solve this challenge by treating it as a learning problem. A detailed review of both dimensionality reduction and meta-learning methods is provided below.

2.1. Feature selection methods. Dimensionality reduction is one of the most popular methods to remove noise (i.e., irrelevant) and redundant features. These methods can be divided into two main groups: feature creation and feature selection (FS) (Zebari et al., 2020). Feature creation approaches project features into a new feature space with lower dimensionality. The new feature space is usually a mapping of the original features to optimize some utility function. For example, principle component analysis (PCA) is a popular dimensionality reduction technique that finds the largest orthogonal base set of the given feature space (Vasan and Surendiran, 2016; Ivosev et al., 2008). Another example is the canonical correlation analysis (CCA) which creates the feature space that minimizes the cross-covariance between the original features (Zhu et al., 2012).

The FS approach aims to select a subset of the original feature set that optimizes a given utility function. FS algorithms find this subset through three main approaches: filters, embedded, and wrappers (Chandrashekar and Sahin, 2014). Filter FS algorithms act as pre-processing step to rank the features wherein the highly ranked features are selected and applied to obtain a small dimensional data (Chandrashekar and Sahin, 2014). It is based on measures of the general characteristics of the data such as distance, dependency, consistency, and correlation between a given feature or group of features with the data (e.g., class) being learned. Embedded FS algorithms are performed with a specific learning algorithm and perform feature selection during the training process (Kumar and Minz, 2014). The wrapper FS algorithms are based on a criterion of the performance of an ML model such that the model is wrapped by some search algorithm that aims to find the best subset of features that results in the highest performance of the model.

Multiple filter FS algorithms exist. For instance, remove low variance (RLV) (Chandrashekar and Sahin, 2014) ranks the features according to their variance and removes features with variance lower than some predefined threshold. Chi-square (CS) (Plackett, 1983) is based on the chi-square test measuring the connection
between the independent feature and dependent (target) feature, aiming to select the features which are more dependent on the target feature. Symmetrical uncertainty (SU) (Kanna and Ramaraj, 2010) measures the relevance between the feature and the class label in the target feature through calculating the average normalized interaction gain of an independent feature \( f \), every other feature, and the class label target feature. Based on the combination of symmetrical uncertainty and normalized interaction gain, less important features are removed iteratively (Lin et al., 2019). Fisher’s score (FS) (Chengzhang and Jiucheng, 2019) selects each feature independently according to their scores based on the Fisher criterion. Intuitively, the key idea of the Fisher score is to find a subset of features such that the distances between data points in different classes are as large as possible, while the distances between data points in the same class are as small as possible (Gu et al., 2011). Information gain (IG) (Azhagusundari and Thanamani, 2013) is an entropy-based selection method which involves the calculation from the output data grouped by an independent feature. The method ranks the contribution of each independent feature, removing low contributing features based on a predefined threshold.

In a complementary manner, embedded FS algorithms can be associated with two main classes of ML models: tree-based and coefficients-based. Tree-based FS is performed by computing the average contribution of each feature towards the classification of the target class. For example, the scikit-learn Python library uses a mean decrease impurity (i.e., the Gini index (Grabmeier and Lambe, 2007)) for the tree-based decision tree (Swain and Hauska, 1977) and random forest (Rokach, 2016) ML models in order to compute the features’ importance. In comparison, the outcome of the learning process in coefficients-based models, such as the lasso (Muthukrishnan and Rohini, 2016) and support vector machine (SVM) (Neumann et al., 2005) algorithms, is a vector of coefficients for some family of functions (commonly linear or polynomial). As such, if the coefficient associated with a feature is zero, it did not contribute to the model during the learning phase and can be eliminated. In the same manner, one can rank the contributions of the features by comparing the influence of the coefficients of these features. Of note, neural networks (NNs) also operate as embedded models and as such can be treated as an embedded FS algorithm. However, we leave NN-based models out of the scope of this work.

### 2.2. Meta-learning methods

Meta-learning, or learning about learning, focuses on how learning algorithms can tune themselves for a specific learning algorithm/dataset combination (Smith-Miles, 2009; Vanschoren, 2018). Meta-learning for algorithm selection for various domains has a rich body of work (Brazdil et al., 2009; Lemka et al., 2015; Luo, 2016; Rice, 1976). Algorithm selection was previously defined as the task of finding the best algorithm from a set of \( n \) algorithms \( A_1, \ldots, A_n \) given a specific problem (Rice, 1976). Meta-learning has been applied to many tasks including sorting, forecasting, constraint satisfaction, and optimization (Smith-Miles, 2009). Within the ML community, meta-learning has also been used to search and obtain hyper-parameters within specific algorithms such as within binary classification problems (Nisioti et al., 2018) and finding the optimal width of the Gaussian kernel used in support vector regression model (Soares et al., 2004).

This paper’s novelty is in its use of meta-learning for developing an FS pipeline to learn which features are best suited given an ML and FS algorithm pair. One potential solution would be to learn the entire ML pipeline by trying all the possible combinations and using the combination that yielded the best results (Serban et al., 2013). However, the number of possible configurations grows dramatically as the number of possible ML models, hyperparameter configurations, and pre-processing methods increases, making it even more important to leverage prior experience. Therefore, a reduction in the search space is required to provide a feasible solution to the full ML pipeline meta-learning task. These reduction techniques can be divided into two main groups: space reduction and directed search.

Space reduction methods assume that some structure or prior knowledge about the search space can be leveraged to make the search simpler. For example, one can control the search space by imposing a fixed structure on the ML pipeline. Based on the smaller space, prior knowledge in the form of the most promising pipelines can be used as an initial condition for an optimization algorithm such as the Bayesian optimization (Feurer et al., 2014). These methods are highly sensitive to the assumptions used in the space reduction phase and therefore require domain knowledge of the problem. As we lack any such knowledge, they are less useful for the FS pipeline we propose.

Directed search methods use a utility function based on some heuristics to narrow and focus the search effort towards a near-optimal result. For example, Strang et al. (2018) showed that non-linear classifiers outperform linear classifiers when large amounts of data are available. The authors highlighted that one can use meta-features of the training dataset to determine a subset of appropriate classifiers. Gil et al. (2018) proposed a planning-based ML pipeline construction approach. The authors used a hierarchical meta-dataset planner that searches for solutions while automatically annotating a catalog of primitive data processing and modeling steps. The planning approach provides promising results...
but requires large amounts of data and computation to perform properly (Kietz et al., 2012).

Nguyen et al. (2014) proposed a beam search focused on components recommended by a meta-learner. The meta-learner was trained on examples of successful prior ML pipelines, defining a heuristic utility function for the search algorithm. This approach is limited to searching for the classic algorithm selection problem as the beam search in the operator-based framework is useful for selecting algorithms but does not directly support hyperparameter search. The authors indicate that a poor distribution of the successful prior ML pipelines for the meta-learner will result in poorer results. However, obtaining a good distribution of the successful prior ML pipelines is a time-and resource-consuming task by itself. Drori et al. (2018) use a self-play reinforcement learning approach that is based on edit operations performed over ML pipeline primitives. The authors used a Monte Carlo tree search (Anthony et al., 2017) with a deep neural network architecture to learn an agent’s best strategy in the construction of an ML pipeline game. While all of these approaches are able to yield promising results, they are based on heuristics that are not readily available for the FS pipeline problem we consider.

3. FSPL: Feature selection pipeline meta-learning model

We aim to find a meta-learning ML algorithm \(A^*\) that receives as input a set of datasets \(D\), a set of Filter FS algorithms \(F\), and a set of embedded FS algorithms \(E\). It outputs a model (e.g., function) \(M\) such that given a new dataset and the same sets of filter and embedded FS algorithms, the model \(M\) returns the best FS pipeline, according to some loss function \(L\), constructed from one filter \((f)\) and one embedded \((e)\) FS algorithm. Formally, the algorithm \(A^*\) satisfies

\[
A^* := \min_{A \in \mathbb{A}} \sum_{d \in D} L(A(d, F, E)),
\]

where \(\mathbb{A}\) is the set of all possible meta-learning models and \(A \in \mathbb{A}\) is a meta-learning model. We solve this optimization problem using a meta-learning approach. First, we construct a meta-dataset which operates as the data for the learning model. Second, we automatically find a learning model that optimizes Eqn. \(\text{1}\) using a search algorithm.

3.1. Meta-dataset construction. In order to obtain \(A^*\), we propose a meta-learning approach that requires a meta-dataset to learn from. We construct this dataset as follows. First, each dataset is converted into a meta-feature vector as described in Table \(\text{1}\) marked as \(\bar{X}\). This feature space is constructed from a basic set of dataset attributes such as the number of records and features (Engels and Theusinger, 1998), statistical properties of the dataset such as the fourth standardized moment (Reif et al., 2012), and statistical features measuring the connections between the independent features and the target feature such as the average Pearson correlation between the independent features and the target feature (Shen et al., 2020). These features have been used to obtain good results in previous meta-learning tasks (Engels and Theusinger, 1998; Reif et al., 2012; Shen et al., 2020).

An FS pipeline is formally defined to be an assembly of filter FS and embedded FS functions (i.e., algorithm). Specifically in this study, each FS pipeline is constructed from a single filter and embedded FS algorithm. Hence, the set \(\{L(e(f(d))) \mid f \in F, e \in E\}\) is computed for each dataset \(d \in D\) using a given loss function \(L\) such as the FS pipeline’s accuracy for classification tasks or mean absolute error for regression tasks. The outcome of this computation is a vector of size \(|E \times F|\) representing the performance of all possible FS pipelines, marked by \(\bar{Y}\).

Based on the two sets \((X, \bar{Y})\), we define a meta-dataset such that \(X\) are the source features and \(\bar{Y}\) are the target features of the dataset \(D\). Thus, the meta-dataset is a matrix of size \(|D| \times (|F \times E| + |X|)\).

Based on the meta-dataset one can solve a Top-\(k\) problem in which the algorithm is assumed to predict a correct outcome from a set of possible outcomes if its score is at least the score of the \(k\)-highest outcome’s score (Sharma et al., 2012). In practice, one typically aims to find the best model to answer a single classification or regression task (i.e., Top-\(k\) for \(k = 1\)). Thus, we focused on the Top-1, configuration computing from \(\bar{Y}\) a single feature indicating the index of the best FS pipeline for each dataset \(I_1\). Therefore, the meta-dataset is now with size \(|D| \times (|X| + 1)\) as we reduced the \(\bar{Y}\) feature set to a single feature indicating the index of the highest value in \(\bar{Y}\) for each record.

3.2. Meta-learning algorithm search. Allocating an FS pipeline to a dataset from a large and discrete space of FS pipelines is a multi-categorical classification problem. We formalize this task as a search problem in which one needs to find the optimal ML pipeline as defined in Eqn. \(\text{1}\). In particular, we define a meta-search space of ML models of the form

\[
S := F \cup \mathbb{R}^\alpha \times Z \cup \mathbb{R}^\beta \times E \cup \mathbb{R}^\gamma \times Z \cup \mathbb{R}^\delta,
\]

where \(F \cup \mathbb{R}^\alpha\) is the set of available filter FS algorithms with their hyperparameters, \(Z \cup \mathbb{R}^\beta\) is the set of ensemble algorithms spanning from the set \(E\) with their hyperparameters, \(E \cup \mathbb{R}^\gamma\) is the set of available classification algorithms with their hyperparameters, and \(Z \cup \mathbb{R}^\delta\) is the set of ensemble algorithms spanning from...
Table 1. Constructed meta-feature vector representing a dataset.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>row count</td>
<td>the number of records (rows) in the dataset</td>
<td>Engels and Theusinger, 1998</td>
</tr>
<tr>
<td>column count</td>
<td>the number of features (columns) in the dataset</td>
<td>Engels and Theusinger, 1998</td>
</tr>
<tr>
<td>row over classes</td>
<td>the number of records divided by the number of the classes in the classification task</td>
<td>Engels and Theusinger, 1998</td>
</tr>
<tr>
<td>column over classes</td>
<td>the number of features divided by the number of the classes in the classification task</td>
<td>Engels and Theusinger, 1998</td>
</tr>
<tr>
<td>numerical features</td>
<td>the number of numerical features in the dataset</td>
<td>Engels and Theusinger, 1998</td>
</tr>
<tr>
<td>categorical features</td>
<td>the number of categorical features in the dataset</td>
<td>Engels and Theusinger, 1998</td>
</tr>
<tr>
<td>cancer</td>
<td>canonical correlation for the best single combination of features</td>
<td>Reif et al., 2012</td>
</tr>
<tr>
<td>kurtosis</td>
<td>the fourth standardized moment</td>
<td>Reif et al., 2012</td>
</tr>
<tr>
<td>average entropy</td>
<td>the average entropy of the features in the dataset</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>standard deviation</td>
<td>the standard deviation entropy of the features in the dataset</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>entropy</td>
<td>the number of records divided by the number of features in the dataset</td>
<td>Rosenfeld and Freiman, 2021</td>
</tr>
<tr>
<td>average asymmetry of features</td>
<td>the average value of the Pearson asymmetry coefficient</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>average Pearson to target feature</td>
<td>the average Pearson correlation score of all the features in the dataset and the target feature in the classification task</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>standard deviation</td>
<td>the standard deviation of the Pearson correlation scores between all the features in the dataset and the target feature in the classification task</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>Pearson to target feature</td>
<td>the average Pearson correlation score between all the features and themselves</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>average correlation</td>
<td>the average value of the standard deviation divided by the mean of each feature, for all the features in the dataset</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>between features</td>
<td></td>
<td></td>
</tr>
<tr>
<td>average coefficient of variation</td>
<td>the standard deviation value of the standard deviation divided by the mean of each feature, for all the features in the dataset</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>standard deviation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>coefficient of variation</td>
<td>the average value of the mean divided by the standard deviation of each feature, for all the features in the dataset</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>average coefficient of anomaly</td>
<td>the standard deviation value of the mean divided by the standard deviation of each feature, for all the features in the dataset</td>
<td>Shen et al., 2020</td>
</tr>
<tr>
<td>standard deviation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>coefficient of anomaly</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

One way to solve this optimization problem is by using a stochastic directed search approach, as previously proposed by Olson and Moore (2016). These methods do not require any additional knowledge on the search space or assumption about the loss function (Holland, 1992). One such algorithm is the genetic algorithm (GA) approach which has yielded promising results in a wide range of optimization problems (Ghaheri et al., 2005; Bo and Rein, 2005). These approaches use GA for a stochastic iterative optimization process as follows. First, a random population of possible solutions (also called genes) is initialized. In each iteration, the algorithm performs four steps: evaluation, next-generation creation, mutation, and cross-over. The evaluation step allocates a fitness score to each gene in the population. The next generation creation step is responsible to generate the new population of genes based on the fitness scores of the previous population, primarily giving a higher probability to better performing (e.g., with higher fitness score) to
pass to the next generation. The mutation step introduces random noise to genes in the population. Finally, the cross-over step replaces two genes in the population with two other genes which are a combination of the original two.

FSPL implements each step of this GA approach. Specifically, a gene \( g \) is defined by a tuple \( g := (f, z, e, z_c) \), where \( f \in F \cup R^a \) includes the hyperparameters’ values of each filter FS in \( F \), \( z_f \in Z \cup R^d \) is the ensemble algorithm with its hyperparameters’ values for the filter FS rankings, \( e \in E \cup R^t \) includes the hyperparameters’ values of each embedded FS in \( E \), and \( z_c \in Z \cup R^d \) is the ensemble algorithm with its hyperparameters’ values for the classification algorithm. First, a population of genes is generated such that each hyperparameter’s value and algorithm are picked in random. The fitness function is

\[
L(g(d)) \quad (3)
\]

for a given loss function \( L \), where \( g \) is a meta-learning model represented by a gene and \( d \in D \) is a dataset from a set of \( D \) datasets. The next-generation creation is based on the tournament selection process (Bo et al., 2006) which works as follows. First, a portion \( \epsilon \in (0, 1) \) of the population is picked for the next generation. Second, the remaining genes in the new generation are selected based on a distribution originating in the normalized fitness score (i.e., \( L_1 \) normalization). The mutation is implemented by adding a random value \( x \in R \) for the hyperparameter values and replacing the algorithms constructing the gene with other algorithms from the same set in random. The cross-over step is implemented such that two genes \( g_1 \) and \( g_2 \) are picked randomly from the genes population. Afterward, a single value between 1 and 4 is picked, representing the index \( I \) of the computation step in the meta-learning model’s FS pipeline. Two new genes \( g_I \) and \( g_2 \) are copies of the genes \( g_1 \) and \( g_2 \) but element \( I \) is switched between the gene \( g_1 \) and \( g_2 \) in \( g_I \) and \( g_2 \), respectively. The algorithm stops when the average fitness score of the population is not improving for \( \xi \in N \) iterations.

For example, given five filter FSs and five embedded FSs, \( \{ f_k \}_{k=1}^5 \) and \( \{ e_k \}_{k=1}^5 \), respectively, and a single ensemble approach \( AN \) which is the majority vote between three algorithms, a possible random gene can be

\[
g := \{ \{ f_k \}_{k=1}^5, \{ f_3, f_2, f_1, f_4, f_5 \}, \{ e_k \}_{k=1}^5, \{ e_1, e_5, e_2, e_4, e_3 \} \},
\]

where \( f_k^5 \) and \( e_k^5 \) are the sets of hyperparameter values of the \( k \)-th filter and embedded FS algorithm, respectively.

### 4. Empirical evaluations

We empirically evaluated FSPL and compared its performance with state-of-the-art meta-learning frameworks. We focused on supervised classification because it is the most widely studied problem in meta-learning (Feurer et al., 2015). Nonetheless, in theory, our approach applies to every optimization problem that is based on optimizing a measurable target variable and has a source dimension with enough samples. For example, hidden Markov chain based models are not suitable for this method as they are based on a reflected feature rather than the measurable feature itself. In order to take into consideration a large set of both filter and embedded FS algorithms while making sure they mathematically differ from each other (rather than just variations of the same algorithm), we chose eight filter FS and three embedded FS algorithms. The implementation of all the FS algorithms is taken from the scikit-learn library (Pedregosa et al., 2011) (version 0.23.2) and includes: chi square (CS) (Plackett, 1983), symmetrical uncertainty (SU) (Kanna and Ramaraj, 2010), information gain (IG) (Azhagusundari and Thanamani, 2013), Pearson correlation (PC) (Liu et al., 2020), Spearman correlation (SC) (Saeyes et al., 2008), remove low variance (RLV) (Chandrashekar and Sahin, 2014), missing value ratio (MSR) (Chandrashekar and Sahin, 2014), and Fisher’s score (FS) (Chengzhang and Jiucheng, 2019) for the filter FS algorithms and decision trees (DTs) (Swain and Hauska, 1977), lasso (LO) (Muthukrishnan and Rohini, 2016), and the support vector classifier (SVC) (Neumann et al., 2005) for the embedded FS algorithms. This FS pipeline algorithm selection problem is of high practical relevance since it describes the manual search task an end-user needs to perform when given a new dataset and has applications such as performance and explainability (Rosenfeld et al., 2015; Rosenfeld, 2021; Rosenfeld and Richardson, 2019).
For our experiments, we used \( n = 90 \) classification datasets from Kaggle\(^1\), uploaded between 2014 and 2021. For each dataset, we computed its 20-dimensional meta-feature vector \((X)\) and a 24-dimensional FS pipeline performance vector \((Y)\) comprised from the filter and embedded FS pipeline (see Section 3.1). Formally, each value in the FS pipeline performance vector \((Y)\) is the accuracy of the model obtained by each combination of the filter (eight options) and the embedded (three options) FS. The FS pipeline’s performance is measured as follows. Initially, records with missing values were removed, categorical features replaced with their one-hot encoding (i.e., replacing each categorical feature \( f \) with a set of binary features \( v_1, \ldots, v_z \) where \( z \) is the number of unique values in \( f \)) representation. Afterwards, the dataset is divided into training and testing cohorts at random, where the training cohort includes 80% of the dataset’s records and the testing cohort includes the remaining 20%. The FS pipeline is fitted on the training cohort and the accuracy is computed on the testing cohort as the performance metric. A schematic view of the experiment’s structure is shown in Fig. 3. The computation time required for the experiments with complexity analysis of the GA algorithm is provided in Appendix.

4.1. No free lunch. The main assumption of the proposed approach is that the “no free lunch” theorem holds for the FS pipeline task. To test this assumption, we computed the portion of times each FS pipeline would be the optimal one based on the obtained meta-dataset \((M_D)\), as shown in Fig. 3. Moreover, we computed the probability that each Filter and Embedded FS algorithm would be included in the optimal FS pipeline individually as presented in Figs. 3b) and (c), respectively. In these figures, the distribution of the optimal FS pipeline and breakdown of the filter and embedded FS algorithms for \( n = 90 \) classification tasks, such as CS, SU, IG, PC, SC, RLV, MVR, FS, DT, L, and SVC stands for chi square, symmetrical uncertainty, information gain, pearson correlation, spearman correlation, remove low variance, missing value ratio, Fisher’s score, decision tree, lasso, and support vector machine, respectively.

One can see from Fig. 3 that there is no optimal filter or embedded FS algorithm for all of the FS pipelines. This empirically shows that the “no free lunch” theorem holds for the FS pipeline task. Nonetheless, for the given set of datasets, the decision tree (DT) embedded FS algorithm outperforms the lasso (L) and linear support vector classifier (SVC) algorithms for 75 out of the 90 datasets (83.33%). This phenomenon is expected as the tested set of datasets are primarily tabular classification problems and tree-based models such as the DT model are known to perform well in this type of data, particular when relatively low number of features and a large number of samples exist (Abdullah et al., 2017; Freitas, 2014).

4.2. Comparison to other meta-learning approaches. The meta-learning search algorithm is trained and evaluated using the k-fold cross-validation method (Fushiki, 2011) with \( k = 5 \). As such, 80% (72 datasets) of the records of the meta-dataset \((M_D)\) are used as a training cohort, and the remaining 20% (18 datasets) are used as a testing cohort to evaluate the proposed algorithm (see Section 3.2). This division was repeated five times according to the k-fold cross-validation method such that the training/testing pairwise cohort is distinct each time. We computed the mean \( \pm \) standard deviation accuracy, which was used as the fitness function \( L \) (see Eqn. 3), for the Top-\( l \), \( l \in [1, \ldots, 9] \), as shown in Fig. 4 for the proposed algorithm and four state-of-the-art learning methods: AutoSklearn (Feurer et al., 2019), AutoGluon (Erickson et al., 2020), AutoBagging (Pinto et al., 2017), and the model proposed by Nisioti et al. (2018). In particular, AutoSklearn and AutoGluon are autoML models rather than meta-learning models and as such solve an online search or optimization task rather than the offline learning tasks meta-learning models perform.

Thus AutoSklearn and AutoGluon are guaranteed to get the optimal FS pipeline eventually by checking all possible combinations. Nonetheless, this process could take a long (and even infeasible) time. Thus, to compare between the performance meta-learning and autoML models, we allow both to run at the same time. First, the meta-learning models were trained and queried on the test cohort. The total duration of training \( \tau_{training} \) and the average duration of querying each record in the test cohort \( \tau_{query} \) is fixed as \( \tau = \tau_{training} + \tau_{query} \). Afterward, each autoML model received \( \tau \) time to compute the optimal FS model for each record in the testing cohort. In addition, AutoBagging is a binary classification meta-learning algorithm; thus, we computed a sequence of binary classifications originated from the one-hot code encoding of the optimal FS pipeline.

A breakdown of the algorithms’ performance in predicting the filter or embedded FS algorithm in the optimal FS pipeline as mean \( \pm \) standard deviation for the Top-1 accuracy is shown in Table 2. FSPL’s success in outperforming other meta-learning models is based on two properties. First, the meta-vector representing the data sets is generated from a wide range of known meta-features (Vanschoren, 2018), which were previously used for finding optimal performance for other learning problems (Bilalli et al., 2017). Thus, it is not surprising that this vector outperforms other meta-learning methods which did not leverage this information. Second, the meta-learning model uses a search method based on
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Fig. 2. Schematic view of the experiment’s structure for the FSPL algorithm.

Fig. 3. Distribution of the optimal FS pipeline and breakdown of the filter and embedded FS algorithm for $n = 90$ classification tasks, such that CS, SU, IG, PC, SC, RLV, MVR, FS, DT, L, and SVC stand for chi square, symmetrical uncertainty, information gain, Pearson correlation, Spearman correlation, remove low variance, missing value ratio, Fisher’s score, decision tree, lasso, and support vector machine, respectively.

GA, which was previously shown to yield theoretical close-to-optimal performance in other search problems. Thus, we were not surprised that meta-learning based on this search approach was highly successful in meta-search for FS pipelines.

5. Conclusions and future work

FS is a significant element in the development of an effective ML model. Given the importance of FS, many algorithms have been developed. Since no single algorithm is dominant across all datasets, a phenomenon known as the no-free-lunch theorem and confirmed by our experiments (see Fig. 3), ML developers are required to spend time and effort to properly determine the most appropriate filter and embedded FS algorithms for each dataset separately.

In this paper, we describe how FSPL can find an optimal FS pipeline. Given the large search space, brute force-based data generation methods are typically inefficient as they need to train a very large number of models, resulting in a process that is slow and may not converge to an optimal solution given limited time. To overcome this challenge, one can use one of two possible directions. One option is to learn offline which ensemble FS pipeline to use by using a problems’ representative meta-data and then apply this model to online select the optimal pipeline for new datasets. A second option is to introduce heuristics to reduce the number of FS pipelines one needs to evaluate to find the best FS pipeline for the meta-dataset. Multiple search heuristic could potentially be used to find the optimal pipeline, including directed search algorithms such as genetic algorithms (Olson and Moore, 2016; Holland, 1992) or simulated annealing (Aarts and van Laarhoven, 1987).

FSPL’s novelty lies in how it combines these two main options to find the best FS pipeline. It generates a meta-dataset offline which contains a meta-feature vector representing a dataset and all the possible FS pipelines’ performance on these datasets. As even offline learning with such a large search space is infeasible, it uses a meta-learning, GA-based search approach to learn the optimal pipeline. Then when faced with a new dataset, it quickly applies online the prediction model previously learned based on the meta-features of the new dataset.

We implemented FSPL based on the scikit-learn library. We then validated this approach by comparing the performance of different FS pipelines on a large number ($n = 90$) of datasets. We found that FSPL outperforms all the other meta-learning methods for the Top-1 accuracy and outperforms other methods by 5.98% or more. As can be seen from Fig. 4, the method proposed by Nisioti et al. (2018) is at least as good as the best method (not

https://scikit-learn.org/stable/
Table 2. Comparison between FSPL and other learning models for the Top-1 accuracy FS pipeline, divided into finding the filter and embedded FS. The results are the mean ± standard deviation for the k-fold (k = 5) cross-validation test.

<table>
<thead>
<tr>
<th>Model</th>
<th>Filter FS</th>
<th>Embedded FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSPL</td>
<td>0.53 ± 0.05</td>
<td>0.82 ± 0.05</td>
</tr>
<tr>
<td>AutoSklearn (Feurer et al., 2019; 2020)</td>
<td>0.51 ± 0.04</td>
<td>0.77 ± 0.02</td>
</tr>
<tr>
<td>AutoGluon (Erickson et al., 2020)</td>
<td>0.46 ± 0.04</td>
<td>0.82 ± 0.04</td>
</tr>
<tr>
<td>AutoBagging (Pinto et al., 2017)</td>
<td>0.44 ± 0.02</td>
<td>0.76 ± 0.05</td>
</tr>
<tr>
<td>Nisioti et al., 2018</td>
<td>0.52 ± 0.06</td>
<td>0.76 ± 0.03</td>
</tr>
</tbody>
</table>

Fig. 4. Best meta-learning model’s Top-i accuracy from a k-fold (k = 5) cross-validation.

including FSPL) for the TOP-i (i ∈ [1,...,9]) accuracy. Thus, we computed a one-tail paired T-test between the FSPL and Nisioti et al.’s results, obtaining that FSPL is statistically significantly better with a p-value p < 0.05.

For future work, we hope to develop how FSPL can be extended in several directions. One of them is to perform hyperparameter optimization by defining the same filter and embedded FS algorithms as several different candidates for the FS pipeline, but only differing with their hyperparameters. For example, we could divide the DT algorithm into two embedded FS algorithms: DT with Gini and DT with entropy as the splitting rule. While this extension will result in a much larger search space during the meta-learning model training phase, this can be run on a large and resource-rich environment and then seamlessly used in the endpoint device without a significant increment in the requirement of computation resources. This work focused on filter and embedded FS algorithms, and for future work we hope to introduce wrapper FS algorithms to FSPL. Moreover, this work focused on average accuracy to test the performance of FSPL. We hope to consider additional performance metrics (e.g., F1, recall, precision) in the future. Additionally, we only considered supervised classification datasets. We hope to consider what extensions, if any, are needed to use FSPL on regression tasks when performance metrics such as MSE and SSE will be needed instead. Finally, our approach does not provide an explanation why one FS pipeline outperform others for each given dataset. If such connection would be found, it can reveal a better approach for meta-learning.
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**Appendix**

**Complexity of the proposed GA**

Analyzing the time complexity of genetic algorithms (GAs) is challenging due to the stochastic selection, crossover, and mutation components that they contain (Bo and Rein, 2005). The proposed GA can be reduced to a “bitone” task in which the GA algorithm starts with a random population of genes represented by a string of bits and aims to make the entire population identical to a pre-defined target string of bits. Formally, this reduction replaces each component in the FS pipeline represented by a gene’s chromosome with the index of this FS algorithm in a pre-defined set of FS algorithms (S). This index value can be represented using a binary string such that the length of the string (a) satisfies $a := \min_k(|S| < 2^k)$. The target bit string is the optimal FS represented in the same manner as the gene. While the target bit string
is unavailable to us, we assume that the fitness function implicitly defines it.

Based on previous work (Oliveto and Witt, 2015), and since the used population size in our experiments (1000) satisfies the condition $|P| \leq n^{1/4-\epsilon}$, where $|P|$ is the gene population size, $n$ is the problem’s size, and $\epsilon > 0$ is an arbitrarily small number (since $n = 1.12 \cdot 10^{15}$ used to describe the number of bits required to represent all ML pipelines possible from eight filter and three embedded FS algorithms, allowing ensembles of up to five algorithms), the algorithm is exponential with overwhelming probability.

To obtain the results shown in Section 4, we used a server with four GTX 1080 Ti (Nvidia) GPUs and 16-Core (Intel Xeon) LGA 3647 CPU that computed for 81.7 hours in total. The distribution of the computation time between the methods is: 19.9, 16.8, 14.3, 15.5, 15.2 for the FSPL, AutoSklearn, AutoGluon, AutoBagging, and the one by Nisioti et al. (2018), respectively.