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Computers have been employed in education for years. They help to provide educational aids using multimedia forms
such as films, pictures, interactive tasks in the learning process, automated testing, etc. In this paper, a concept of an
intelligent e-learning system will be proposed. The main purpose of this system is to teach effectively by providing an
optimal learning path in each step of the educational process. The determination of a suitable learning path depends on the
student’s preferences, learning styles, personal features, interests and knowledge state. Therefore, the system has to collect
information about the student, which is done during the registration process. A user is classified into a group of students
who are similar to him/her. Using information about final successful scenarios of students who belong to the same class
as the new student, the system determines an opening learning scenario. The opening learning scenario is the first learning
scenario proposed to a student after registering in an intelligent e-learning system. After each lesson, the system tries to
evaluate the student’s knowledge. If the student has a problem with achieving an assumed score in a test, this means that the
opening learning scenario is not adequate for this user. In our concept, for this case an intelligent e-learning system offers
a modification of the opening learning scenario using data gathered during the functioning of the system and based on a
Bayesian network. In this paper, an algorithm of scenario determination (named ADOLS) and a procedure for modifying
the learning scenario AMLS with auxiliary definitions are presented. Preliminary results of an experiment conducted in a
prototype of the described system are also described.
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1. Introduction

Intelligent tutoring systems (in this work also called intel-
ligent e-learning systems or just e-learning systems) pro-
vide directed, customized and individualized instructions
or feedback to students. They are able to offer educational
material suitable for a user’s learning style, knowledge,
interests, abilities, etc., adapt the learning environment to
the student’s preferences, and offer adaptive tests appro-
priate to the learner’s current knowledge level. It has been
shown that students are interested and more motivated if
they learn using intelligent tutoring systems where the le-
arning process is individualized.

Such formulated tasks are required to apply algori-
thms which allow proposing an individual learning pro-
cess for each user. The procedure for providing a perso-
nalized learning process consists of several steps. First a
student’s profile which contains two types of data, user da-
ta and usage data (Kobsa et al., 2001), is built. The system
has to collect information concerning demographic data

(such as login, name, age, sex, educational level, IQ), the
learning style (related to perception, receiving, processing
and understanding of information by the student), abili-
ties (verbal comprehension, word fluency, computational
ability, spatial visualization, associative memory, percep-
tual speed, reasoning), personal character traits (such as
concentration, motivation, ambition, self-esteem, level of
anxiety, locus of control, open mind, impetuosity, perfec-
tionism) and interests (humanities, formal science, natural
science, economics and law, technical science, business
and administration, sports and tourism, artistic science,
management and organization, education).

During the registration process the student fills in a
questionnaire to provide demographic data. The learning
style, abilities, character traits and interests are assessed
using psychological tests and questionnaires. Some of the
collected information about students, i.e., name, login, te-
lephone, allow only identifying and distinguishing among
students in a e-learning system, whereas others reflect stu-
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dents’ needs and preferences. Very significant for the re-
commendation process is data referring to the learning
style, i.e., visual students remember better what they see
so they need more pictures, flows, charts, films in their
learning scenario. If a learner is identified as active, the
system should propose various experiments, tests, exerci-
ses which permit him/her to discover new facts and rela-
tionships because this type of student prefers doing some-
thing with acquired information. Also, abilities and cha-
racter traits influence the learning process and should be
considered during the planning of a learning scenario, i.e.,
a student with low level of motivation needs more compli-
cated tasks and exercises. A learner characterized by word
fluency processes educational material given as a text bet-
ter (Kozierkiewicz, 2008a).

In the next step a user is classified to a group of simi-
lar students according to some attributes chosen by experts
because it is assumed that similar students will learn in
the same or a very similar way (Kukla et al., 2004). Each
group gathers students who exhibit similar learning sty-
les, abilities, character traits or interests. Before a student
starts to learn, the system has to choose an opening lear-
ning scenario adequate for him/her. By the opening lear-
ning scenario we mean the order and presentation form of
educational material proposed to a student after registra-
tion in the system. An opening learning scenario is deter-
mined on the basis of successfully finished scenarios of
students who belong to the same class as the new learner.
Such a solution allows offering the opening learning sce-
nario which is suitable for the student’s preferences and
needs. We can assume that, if similar students described
by similar features finish a similar learning scenario with
positive notes, the new learner is expected to successful-
ly complete the offered learning scenario. The method of
opening learning scenario determination is based on con-
sensus theory and will be described in detail in Section 4.

After determining the opening learning scenario, les-
sons are presented to the user on its basis. After each
lesson, his/her current knowledge level is evaluated by
using a test. Questions selected for the test fit the student’s
knowledge level. The advantage of adaptive tests is more
accurate evaluation in a shorter time period.

A student learns according to the opening learning
scenario until the first test failure. If the test result is not
sufficient, then it is a signal for the system that the of-
fered learning scenario is not suitable for this user. The
system tries to improve the process and modifies the le-
arning scenario by suggesting re-learning, changing the
lessons’ order or presentation methods. The procedure for
modifying of a learning scenario during a learning process
uses a Bayesian network and is described in Section 5.
The learning process is finished when all lessons from the
learning scenario are taught. The idea of a personalized
learning process is presented in Fig. 1 (Kozierkiewicz-
Hetmańska, 2009; Kukla et al., 2004).

Fig. 1. Idea of a personalized learning process.

This paper is devoted to methods of learning scenario
determination and modification in an intelligent tutoring
system. The proposed procedures allow offering an opti-
mal learning path in each step of an educational process.
Consensus theory is applied in the algorithm to generate
the opening learning scenario (Nguyen, 2002; 2008). The
method by Kozierkiewicz (2008b) is refined and matched
to a graph-based knowledge structure. The procedure of
modification of a learning scenario uses the Bayesian ne-
twork. It is original and innovative and presented for the
first time. So far, there has been no solution to the pro-
blem of modification of a learning scenario during a le-
arning process and based on a current student’s charac-
teristic. Both algorithms apply a graph-based knowledge
structure defined in this work.

In the next section, an overview of different forms of
knowledge representation and methods used in e-learning
systems is presented. In Section 3, our model is included,
in which a knowledge structure and a definition of a lear-
ning scenario are presented. Section 4 contains a descrip-
tion of the method of determination of an opening lear-
ning scenario with auxiliary definitions. The procedure of
modifying a learning scenario during a learning process
is presented in Section 5. Next, the concept of an experi-
ment using a prototype of an e-learning system is propo-
sed. Section 7 shows preliminary results of an experiment.
Finally, conclusions and future work are described.
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2. Related work

A typical intelligent e-learning system consists of three
modules: a student module, a domain module and a tu-
tor module. The first one contains descriptions of student
knowledge, behavior, demographic data, learning style,
interests, etc. The domain module is responsible for know-
ledge representations. The last module, serving as a te-
acher in traditional learning, controls the learning process.
Methods implemented in the tutor module allow determi-
ning the opening learning scenario, modifying a learning
scenario during a learning process, offering a suitable me-
thod of evaluation, etc.

2.1. Domain module: Knowledge representation. In-
telligent tutoring systems have been more popular in re-
cent years. The first intelligent tutoring web-based sys-
tems appeared in 1995–1996. In intelligent e-learning sys-
tems, knowledge is represented in different ways. In one
of the first intelligent tutoring systems, ELM-ART, do-
main knowledge is represented as a multi-layered over-
lay model (Weber and Brusilovsky, 2001). The first layer
announces that a learner visited a page corresponding to
a unit. The second layer describes completed exercises.
In the next layer, information about units which could be
known by learning other units is stored. In the last layer, it
is possible to mark some units as known.

A Bayesian network is another methodology of re-
presenting knowledge in an intelligent tutoring system. In
the work of Gamboa and Fred (2001), a knowledge base
consists of two types of nodes: learned and shown. Each
node represents one topic—atomic content part. The topic
is composed by a hypertext page and a set of questions.
Some nodes are dependent on others.

Knowledge can be represented as a semantic network
with frames and production rules (Stankov et al., 2000).
Basic components are nodes representing domain know-
ledge objects, links illustrating relations between nodes,
properties and frames.

Hewahi (2007) presents a hierarchical rule structure.
Each rule is structured as a rule name, condition(s), an
action or a decision if the condition is satisfied, the parent
rule, the rule to be tried if the current rule is matched and
fired and the rule to be followed in case of a failure of the
current rule.

In the WELSA system (Popescu et al., 2008), doma-
in knowledge is represented as a learning object. The most
complex learning object is the course, while the smallest
is the elementary resource. Each course consists of seve-
ral chapters, each chapter can contain several sections and
subsections. The lowest level subsections contain the actu-
al educational resources. The learning object is described
by a set of metadata regarding the instructional role (fun-
damental or auxiliary), the media type (text, image, ani-
mation, sound, video), level of abstractness and formality,

the type of competence, etc. All descriptions are indepen-
dent of any learning style.

An ontology and a concept map are very popular
forms for knowledge representation. In the work of Bo-
uzeghoub et al. (2004), the ontology contains concepts
and relationships among them. These authors use two ty-
pes of relationships: narrower/broader to support hierar-
chical links between concepts and a rhetorical relation-
ship. The RDF schema to describe the proposed model is
used.

In the research by Klaus-Dieter et al. (2005), know-
ledge is modeled as an outlined graph structured in verti-
ces called learning units and edges representing links be-
tween the units. Each link from unit u1 to u2 corresponds
to a possible transition from unit u1 to target unit u2. The
graph is represented by a communication matrix (the form
of an extended adjacency matrix).

In the EDUCE system (Kelly and Tangney, 2002),
knowledge is structured into two hierarchical models con-
sisting of concepts and learning units. Concepts represent
the section into which the knowledge base is divided, le-
arning units present the content of a concept in different
ways, for example, by using text, image, video, audio, ani-
mation. The INSPIRE system (Grigoriadou et al., 2002)
is structured in three levels of abstraction: learning goals,
concepts and educational materials. Learning goals con-
sist of a subset of concepts. Authors distinguished dif-
ferent types of concepts: outcome, prerequisite and rela-
ted. The educational material is associated with each out-
come concept and consists of knowledge modules deve-
loped according to three different levels of performance:
Remember , Use and Find . Outcome concepts of a lear-
ning goal are organized in a layered structure.

Kukla et al. (2004) assume that the knowledge struc-
ture is considered on two levels: conceptual (knowledge
pieces and relations between them) and presentation (se-
quences of hypermedia pages called presentations). The
learning scenario is a sequence of presentations and tests
after each presentation. In the book by Nguyen (2008), the
knowledge structure is modified and represented on two
levels: concepts and a presentation of concepts. A learning
scenario does not contain tests. In the work of Kozier-
kiewicz (2008b), the described knowledge structure was
extended to the third level: versions of presentations.

2.2. Tutor module: Methods of generating educatio-
nal material. The method of determination of a lear-
ning scenario is based on the knowledge structure and
its presentation. In ELM-ART (Brusilovsky et al., 1996),
the problem of providing a student with suitable learning
material is solved by using visual adaptive annotation of
links. A student is offered a special link in the form of co-
lored bullets: green, red, white and orange which inform
the student about the educational status of the next pages.
Such a solution allows the student to navigate indepen-



72 A. Kozierkiewicz-Hetmańska and N.T. Nguyen

dently through pages of the course. ELM-ART offers also
the “next topic" button. The next units are determined ba-
sed on the student’s current characteristic. The next step is
chosen by computing all prerequisites that are necessary
to fulfil the goal. Subsequent concepts belonging to the set
of prerequisites which have not been learned yet are offe-
red to the student. This method, called curriculum sequen-
cing, is also applied in KBS Hyperbook, InterBook, PAT
InterBook, CALAT, VC Prolog Tutor, ELM-ART-II, AST,
ADI, ART-Web, ACE and ILESA (Brusilovsky, 1999).

The Bayesian network is a very popular methodolo-
gy applied in intelligent e-learning systems to determine
suitable learning materials. Gamboa and Fred (2001) pro-
posed a model of an intelligent tutoring system using Bay-
esian networks. For offering material the pedagogical mo-
dule is responsible learning. The role of this module is to
choose between the following actions: show a new topic,
deepen a current topic, review a previous topic and present
the next page in the index. The Bayesian network for the
pedagogical action was built. Important variables are two
parameters: time spent on the corresponding topic and the
question answered. The highest probability node is selec-
ted.

A Bayesian belief network was used to generate the
learning path also by Nguyen et al. (2008). For each user
of the system, the best learning path based on the learner’s
profile and knowledge map is determined. The generation
process consists of several steps: learner evaluation, cre-
ation of a knowledge map, candidate path selection based
on the shortest path searching and learning path genera-
tion using the Bayesian belief network.

In the EDUCE system (Kelly and Tangney, 2004),
there are four different types of learning materials offe-
red (verbal/linguistic, visual/spatial, logical/mathematical
and musical/rhythmic). EDUCE tries to predict which ty-
pe of resource a student would prefer. Using information
about the time of learning, how many times a user looked
at the type of material and attempted a question and after
which resource he/she gets the question right, the system
customizes the learning path. In EDUCE, a naive Bayes
algorithm is applied.

Rius et al. (2008) discuss advantages of applied on-
tology in automated generation of a personalized learning
scenario. Essalmi et al. (2007) proposed ontology descri-
bing learning scenarios and the process of personalization
of a learning scenario based on this ontology. In the pro-
posed ontology, the operations of the Guilford model are
associated to the levels of Bloom’s taxonomy. A student
achieves goals defined according to Bloom’s taxonomy.

In WELSA (Popescu et al., 2008), the user model is
created dynamically by monitoring and analyzing the stu-
dent’s behavior. When the student’s learning preferences
are detected, system uses proper adaptation techniques to
propose a learning material suitable for the user’s needs.
The adaptation techniques were decomposed into elemen-

tary adaptation actions such as sorting, inserting or remo-
ving learning objects, i.e., if the student’s preference is
denoted as a visual, a specific multimedia object, based
on video and images, it should be inserted into the course.

In INSPIRE (Grigoriadou et al., 2002), the lesson
generation module is responsible for planning the lear-
ning path. In the generation process, the student’s cur-
rent knowledge level is taken into account. The genera-
ted lesson includes a set of presentations of the outcome
concepts, links to brief presentations of the prerequisite
concepts focusing on their relation with the outcome, and
links to definitions of related concepts.

In the paper by Kukla et al. (2004), the idea of an
algorithm for determination of an opening learning scena-
rio consists of two steps: the choice of presentations and
the knowledge pieces order and choice of corresponding
tests to presentations. In the paper by Nguyen (2008), the
algorithm of determination of an opening learning scena-
rio is based on the choice of concept orders and presenta-
tions and presentation orders. This method was improved
by adding the third step: the choice of suitable versions of
lessons (Kozierkiewicz, 2008b).

In the works of Kozierkiewicz-Hetmańska (2009) as
well as Kozierkiewicz-Hetmańska and Nguyen (2010), the
concept of modification of a learning scenario during a le-
arning process is proposed. The procedure of modification
is conducted in three steps. If a student failed the test for
the first time, he/she is offered the same lesson but in a
different version. After the second test failure, the system
offers changing the lesson order based on data of students
who belong to the same class. After another failure, the
user is proposed a modification of the lessons order based
on all collected data. The student has three chances of pas-
sing the test for each lesson. To the best of our knowledge,
the problem of modification of learning scenarios during
learning processes has not been solved in an effective way
yet.

3. Knowledge structure

In the field of education, several postulates specify how
educational material should be taught. It is natural that
for designing and creating e-learning systems, results of
education researchers should be used. It has been reported
that students prefer learning materials divided into smaller
pieces. Therefore, in this paper the division of the educa-
tional material into lessons is assumed. Each lesson exists
in one of the following forms: textual, graphical, interac-
tive. This solution allows offering interesting, multimedia
courses and creating a learning environment suitable for
a student’s preferences. Between lessons linear orders oc-
cur. This means that all lessons from our repository need
to be learned, but some of them should be learned before
others. The relation between lessons defines the order in
which lessons should be presented to a user. After each
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Fig. 2. Graph-based knowledge structure.

lesson, the student has to pass a test. The exception is the
first lesson which contains information about the goals of
the coursework and its requirements.

The knowledge structure consists of lessons, rela-
tions between them and their versions. Some data stored
in an e-learning system are used to define the knowledge
structure for improving and making it more flexible. Du-
ring the functioning of an intelligent tutoring system, it
collects and stores information such as the average score
for each lesson, the average time of learning of each lesson
and the difficulty degree of each lesson, which is measu-
red by the number of failed tests. These data are stored
separately in two-dimensional arrays for different student
classes and different lesson orders:

ASg = [asiz ] i=0,...,q
z=1,...,q

, (1)

where asiz stands for 100% minus the average score
for lesson pz which was learned after lesson pi, i ∈
{0, . . . , q}, z ∈ {1, . . . , q}, g ∈ {1, . . . , G}, G is the
number of classes, that is, the number of different gro-
ups of similar students, each class created based on some
users’ attributes chosen by an expert.

AS = [asciz ] i=0,...,q
z=1,...,q

, (2)

where

asciz =
1
G

G∑

y=1

asiz

for i ∈ {0, . . . , q}, z ∈ {1, . . . , q}, g ∈ {1, . . . , G}.

ADg = [adiz ] i=0,...,q
z=1,...,q

, (3)

where adiz is the difficulty degree of lesson pz , represen-
ted by the number of test failures referred to lesson pz

(learnt after lesson pi) divided by the number of all te-
sts taken by students who learnt lesson pz after lesson pi,

i ∈ {0, . . . , q}, z ∈ {1, . . . , q}, g ∈ {1, . . . , G}, G is the
number of classes.

AD = [adciz ] i=0,...,q
z=1,...,q

, (4)

where

adciz =
1
G

G∑

y=1

adiz

for i ∈ {0, . . . , q}, z ∈ {1, . . . , q}, g ∈ {1, . . . , G},
ATg = [atiz ] i=0,...,q

z=1,...,q
, (5)

where atiz is the average time of learning lesson pz

(which was learnt after lesson pi), i ∈ {0, . . . , q}, z ∈
{1, . . . , q}, g ∈ {1, . . . , G}, G stands for the number of
classes.

AT = [atciz ] i=0,...,q
z=1,...,q

, (6)

where

atciz =
1
G

G∑

y=1

atiz

for i ∈ {0, . . . , q}, z ∈ {1, . . . , q}, g ∈ {1, . . . , G}.
Let us assume that P is a finite set of lessons. Each

lesson pi ∈ P, i ∈ {0, . . . , q} is a set of different versions

v
(i)
k ∈ pi , k ∈ {1, . . . , m} , m is the number of different

versions, i ∈ {0, . . . , q}. RC are called linear orders on P .
A binary relation α ∈ RC is called linear if the relation is
reflexive, transitive, antisymmetric and total. By

W = [wiz ] i=0,...,q
z=1,...,q

we denote the weight matrix, where wiz could equal asiz ,
asciz , adiz , adciz , atiz , atciz for i ∈ {0, . . . , q}, z ∈
{1, . . . , q}

The graph-based structure of knowledge is defined
in the following way (Kozierkiewicz-Hetmańska, 2009;
Kozierkiewicz-Hetmańska and Nguyen, 2010).
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Definition 1. The graph-based knowledge structure is a
labeled and directed graph:

Gr = (P, E, μ), (7)

where P is the set of nodes, E is the set of edges,
μ : E → L is the function assigning labels to ed-
ges, L =

⋃card(RC)
f=1 L(αf ) is the set of labels where

L(αf ) = (W, αf ), f ∈ {1, . . . , card(RC)}, αf ∈ RC .
Figure 2 presents an example of a defined knowledge

structure. For the defined knowledge structure, the lear-
ning scenario is as follows.

Definition 2. By the Hamiltonian path based on order
αf ∈ RC in graph Gr we mean a sequence of nodes:

hp = 〈p0, . . . , pq〉, (8)

where (a) for each i ∈ {0, . . . , q} pi �= pi+1 and
(b) for each e ∈ E μ(e) ∈ L(αf ), where f ∈
{1, . . . , card(RC)}.

Definition 3. By the learning scenario s we mean a Ha-
miltonian path hp based on an order αf ∈ RC in which
exactly one element from each node pi, i ∈ {0, . . . , q}
occurs:

hp = 〈v(0)
k , . . . , v(q)

n 〉, (9)

where v
(0)
k ∈ p0,. . . ,v(q)

n ∈ pq for k, n ∈ {1, . . . , m}, m
being the number of different versions of lessons.

We let SC be the set of all possible scenarios follo-
wing the defined knowledge structure.

Example 1. For knowledge structure presented in Fig. 2
some different scenarios are defined as follows:

s1 = 〈v(0)
1 , v

(1)
1 , v

(2)
2 , v

(3)
1 , v

(4)
3 , v

(5)
3 , v

(6)
3 〉,

s2 = 〈v(0)
1 , v

(1)
2 , v

(2)
2 , v

(3)
2 , v

(4)
2 , v

(5)
1 , v

(6)
1 〉,

s3 = 〈v(0)
1 , v

(6)
1 , v

(5)
2 , v

(1)
1 , v

(2)
1 , v

(3)
1 , v

(4)
3 〉.

�

4. Determination of an opening learning
scenario

In traditional learning, after the inauguration lesson all
students start the learning process according to a sylla-
bus. They learn the same educational material at the same
time, i.e., during one class only one particular subject is
being covered and taught in the same way by a teacher. In
an e-learning system, the learning process is assumed to
be personalized and adapted to student preferences. After
the registration process, a new student is classified to a
class of students similar to him/her. Then the opening le-
arning scenario for the new student is chosen from the set

SC of all possible scenarios, which generates the mini-
mal sum of distances to the final successful scenarios of
students who belong to the same class as the new stu-
dent. The proposed method is based on consensus theory
(Kozierkiewicz, 2008b). The problem of determination of
an opening learning scenario is defined in the following
way: For given learning scenario s(1), s(2), . . . , s(n), one
should determine a scenario s∗ ∈ SC such that the condi-
tion

n∑

i=1

d(s∗, s(i)) = min
s

n∑

i=1

d(s, s(i)) (10)

is satisfied.
For this problem the first task is to define the distance

function between two different scenarios s(1) and s(2).

Definition 4. By d : SC ×SC → [0, 1] we mean a distan-
ce function between scenarios s(1) and s(2). The distance
function is computed as

d(s(1), s(2)) = λ1σ(α(1), α(2)) + λ2δ(α(1), α(2)), (11)

where SC is the set of learning scenarios, λ1 + λ2 = 1,
the values of λ1 and λ2 are chosen by an expert from the
set (0, 1), s(1) and s(2) are based on orders α(1) and α(2),
respectively.

The value of the distance function d(s(1), s(2)) is es-
timated in two steps:

Step 1:

σ(α(1), α(2)) =
1

q + 1

q∑

i=0

S(α(1), α(2)),

where S(α(1), α(2)) = |k(1) − k(2)|/(q + 1) if lesson p
occurs in α(1) in position k(1) and in α(2) in position k(2).

Step 2:

δ(α(1), α(2)) =
1

q + 1

q∑

i=0

Θ(v(1)(i)
k , v(2)(i)

y ),

where

Θ(v(1)(i)
k , v(2)(i)

y ) =

{
1 if v

(1)(i)
k �= v

(2)(i)
y ,

0 otherwise.

The proposed distance function is a metric because
it is the sum of two elements being metrics. A proof that
the function σ is a metric is given by Nguyen (2008). The
function δ is a Hamming metric.
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Example 2. Let λ1 = λ2 = 1/2 and

s1 = 〈v(0)
1 , v

(1)
1 , v

(2)
2 , v

(3)
1 , v

(4)
3 , v

(5)
3 , v

(6)
3 〉,

s2 = 〈v(0)
1 , v

(6)
1 , v

(5)
2 , v

(1)
1 , v

(2)
1 , v

(3)
1 , v

(4)
3 〉.

The distance function d(s(1), s(2)) between scenarios
s(1) and s(2) equals

σ(α(1), α(2)) =
1
q

q∑

i=1

S(α(1), α(2))

=
2
7 + 2

7 + 2
7 + 2

7 + 3
7 + 5

7

7
=

16
49

,

δ(α(1), α(2)) =
1
q

q∑

i=1

Θ(v(1)(i)
k , v(2)(i)

y )

=
0 + 0 + 1 + 0 + 0 + 1 + 1

7
=

3
7
.

Therefore

d(s(1), s(2))

=
1
2
σ(α(1), α(2)) +

1
2
δ(α(1), α(2)) =

1
2
· 16
49

+
1
2
· 3
7

=
16 + 21

98
=

37
98

≈ 0, 378.

�
The opening learning scenario is conducted in two

steps: the first one depends on a proper order of lessons,
and in the second one the system chooses suitable versions
of lessons. Such a solution allows adapting a learning sce-
nario to the student’s preferences. The procedure of de-
termining the opening learning scenario which we named
ADOLS (an algorithm for determination of an opening le-
arning scenario) is presented as follows:

Algorithm ADOLS

Given: s(1), s(2), . . . , s(n)

Result: s∗

BEGIN
1. i=0;
2. For lesson pi determine a multiset:
I(pi)=

{
jm:there exists a scenario that

pi occurs on its jm-th position
}
;

3. Compute J(pi) =
∑

jm∈I(pi)
jm;

4. i++;
5. Repeat Steps 2-4 until i ≤ q;
6. Set lessons in relation α∗
according to the increasing values
of J(pi);
7. i=0;
8. For each k ∈ {1, . . . , m} compute f(v(i)

k ),
that is the number of appearances of

v
(i)
k in scenarios s(1), s(2), . . . , s(n)

9. For lesson pi choose a version of

lesson v
(i)
t such that:

f(v(i)
t ) = max

k∈{1,...,m}
f(v(i)

k )

10. i++;
11. Repeat Steps 8-10 until i ≤ q;
12. If the determined opening learning
scenario s∗ is not based on any order
αf ∈ RC, f ∈ {1, . . . , card(RC)} then {
i = 1;
while (i ≤ n) {
Compute

∑n
j=1 d(s(i), s(j));

i + +;
}
Choose a scenario s∗ such that:∑n

i=1 d(s∗, s(j)) = mini

∑n
i=1 d(s(i), s(j))

} else
END

The proof of the correctness of Algorithm ADOLS
should be given. It will be presented in future works.

Example 3. For the learning scenario given below,

s1 = 〈v(0)
1 , v

(1)
1 , v

(2)
2 , v

(3)
1 , v

(4)
3 , v

(5)
3 , v

(6)
3 〉,

s2 = 〈v(0)
1 , v

(1)
2 , v

(2)
2 , v

(3)
2 , v

(4)
2 , v

(5)
1 , v

(6)
1 〉,

s3 = 〈v(0)
1 , v

(6)
1 , v

(5)
2 , v

(1)
1 , v

(2)
1 , v

(3)
1 , v

(4)
3 〉,

s∗ is determined. The first lesson order is determined:

I(p0) = {1, 1, 1}, I(p1) = {2, 2, 4},
I(p2) = {3, 3, 4}, I(p3) = {4, 4, 6},
I(p4) = {5, 5, 7}, I(p5) = {6, 6, 3},
I(p6) = {7, 7, 2}

and

J(p0) = 3, J(p1) = 8, J(p2) = 10,

J(p3) = 14, J(p4) = 17, J(p5) = 15,

J(p6) = 16.

Thus α∗ = 〈p0, p1, p2, p3, p4, p5, p6〉.
Next, a version of lessons is selected.

Table 1. Number of appearances v
(i)
k in scenarios

s(1), s(2), s(3).
Lesson f(v

(i)
1 ) f(v

(i)
2 ) f(v

(i)
3 ) Chosen

p0 3 0 0 v
(0)
1

p1 2 1 0 v
(1)
1

p2 1 2 0 v
(2)
2

p3 2 1 0 v
(3)
1

p4 0 1 2 v
(4)
3

p5 1 1 1 v
(5)
1

p6 2 0 1 v
(6)
1
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Thus, the determined opening learning scenario s∗ equals

s∗ = 〈v(0)
1 , v

(1)
1 , v

(2)
2 , v

(3)
1 , v

(4)
3 , v

(5)
1 , v

(6)
1 〉.

If we assumed a learning scenario like in Fig. 2, then
s∗ does not belong to SC and we should proceed to Step
12. Then we obtain

s∗ = 〈v(0)
1 , v

(1)
2 , v

(2)
2 , v

(3)
2 , v

(4)
2 , v

(5)
1 , v

(6)
1 〉.

�

5. Modification of the learning scenario

In traditional learning, if a student has a problem with pas-
sing a test, the teacher tries to analyze the reason for mi-
stakes. Sometimes the learner is not concentrated or well
prepared. It is also possible that lessons are too hard or
not well explained. The student is proposed repetitions of
learning material and the retaking of the test. Sometimes
learning the same educational material is enough to ma-
ster this part of knowledge. Sometimes the student needs
to read additional books, notes or receive credit for diffe-
rent lessons.

In this paper an original method based on a Bayesian
network is proposed. The Bayesian network is an acyclic
and directed graph. Let Xi for i ∈ {1, . . . , n} a random
variable stored in a node of a graph. A Bayesian network
represents joint probability distribution P (xi|xpar(i)) over
the set of random variables X = ∪n

i Xi, where xpar(i)

is a set of parent variables of variable Xi for each i ∈
{1, . . . , n}. The joint probability is computed in the follo-
wing way:

P (x1, . . . , xn) =
n∏

i=1

P (xi|xpar(i)). (12)

The conditional probability equals

P (xi|xj) =
P (xi, xj)

P (xj)
. (13)

The above equation could be transformed using Bayes’
rule:

P (xi|xj) =
P (xj |xi) · P (xi)

P (xj)
. (14)

An e-learning system stores opening and final scena-
rios, the student’s demographic data, learning styles, the
time of learning each lesson, learning results, etc. The
above-mentioned data are used to modify the learning sce-
nario and build the Bayesian network.

Let us assume that a student is offered an ope-
ning learning scenario s = 〈v(0)

k0
, . . . , v

(z)
kz

, v
(i)
ki

, . . . , v
(q)
kq

〉
based on order αf ∈ RC , where k1, kz, ki, kq ∈
{1, . . . , m}, f ∈ {1, . . . , card(Rc)}. If the student fails
the test after lesson pi which was learned after lesson pz ,

i, z ∈ {0, . . . , q}, the Bayesian network is built. The pro-
cedure of creation of a Bayesian model consists of two
steps: construction of a graph representing the qualitati-
ve influences of the modeled situation, and assignment of
probability tables to each node in the graph.

In our model, the following variables are considered:

• time: the time of learning lesson pi which was le-
arnt after lesson pz , the set of values: average if
time ∈ [atciz − σ, atciz + σ], where σ is the stan-
dard deviation, less if time < atciz − σ, more if
time > atciz + σ;

• number : the number of tests taken for lesson pi, the
set of values equals {1, 2, 3, > 3};

• score: the last of test scores in percent for lesson pi

which was learnt after lesson pz , the set of values: 1
if score ∈ (0%, 10%], 2 if score ∈ [10%, 20%], 3 if
score ∈ (20%, 30%], 4 if score ∈ (30%, 40%], 5 if
score ∈ (40%, 50%) ;

• version : the number of versions of the lesson which
occurs in the opening learning scenario s most often
before learning lesson pi; the set of values equals
{1, 2, . . . , m};

• lesson : pi, the number of failed lesson and their ver-
sion;

After each lesson, the system prepares an adaptive
test which should be taken by the user. If the student fa-
ils the test for lesson pi which was learned after lesson pz ,
i ∈ {0, . . . , q}, the system dynamically creates a Bayesian
network based on collected data. A graphical representa-
tion of the created Bayesian network is presented in Fig. 3.

The second step in creating the Bayesian network is
the assignment of probability tables to each node in the
graph. The probabilities are estimated based on observing
the student’s interaction with the system. It is necessary
to assess the local distributions:

p(time = wt) for each wt ∈ {less, average,more},

p(number = wn) for each wn ∈ {1, 2, 3, > 3},

p(score = ws) for each ws ∈ {1, 2, 3, 4, 5},

p(lesson = v
(i)
k ) for each k ∈ {1, . . . , m}

and i ∈ {0, . . . , q},

p(version = k) for each k ∈ {1, . . . , m},

and the conditional distributions:

p(v(z+1)
l ∈ αf (pz)|time = wt ,number = wn,

score = ws , lesson = v
(i)
k , version = k),

p(v(z+2)
k ∈ αf (αf (pz))|v(z+1)

l ∈ αf (pz)),
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Fig. 3. Model of the Bayesian network.

Fig. 4. Situation described in Example 4.

...

p(v(z+d+1)
n ∈ αf (. . . (αf (αf (pz))))|v(z+d)

k

∈ αf (. . . (αf (pz)))

for each wt ∈ {less, average,more}, wn ∈ {1, 2, 3, >
3}, ws ∈ {1, 2, 3, 4, 5}, k, n, l ∈ {1, . . . , m}, i, z ∈
{0, . . . , q}, f ∈ {1, . . . , card(RC)}, d ∈ {2, . . . , (q−z)}.

For example, if p(version = 2) = 0.45, this me-
ans that 45% of students complete the course according
to learning scenarios where the lesson version 2 domi-
nated. The probability p(v(5)

2 |time = less,number =
1, score = 2, lesson = v

(5)
3 , version = 3) = 0.3 means

that 30% of student who failed the test for lesson v
(5)
3 for

the first time scored between 10% and 20% and with addi-
tional conditions that the time of learning was less than the
average and the lesson version 2 dominated finish the co-
urse if the system offers them in the next step the version
of lesson v

(5)
2 .

By using the Bayesian network it is possible to de-
termine a new learning scenario. A student passes the test
for lesson pz but fails the test for lesson pi. The choice of
the next lesson is dependent on the time of learning les-
son pi, the most popular version of lessons, the number of
test failures, the test score for lesson pi and the version of
lesson v

(i)
k . In the Bayesian network there exists a Hamil-

tonian path hp attached based on order αf from a graph-
based knowledge structure. Hence, (pz, pz+1) ∈ αf and
pz+1 = αf (pz) for fixed f ∈ {1, . . . , card(RC)}. The al-
gorithm of modification of a learning scenario is based on
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Fig. 5. Model of the Bayesian network for the situation described in Example 4.

the highest posterior probability, and therefore we choose
a lesson and a version of the lesson for which the follo-
wing condition is satisfied:

arg max
k,f

p(vz+1
k ∈ αf (pz), time,

number , score, lesson, version). (15)

The choice of subsequent lessons depends only on
the previous lesson. Let us assume that in the pre-
vious step the order αmi was chosen, where mi ∈
{1, . . . , card(RC)}. Therefore, in subsequent steps ver-
sions of lessons should be chosen which satisfy the follo-
wing condition:

arg max
k

p(vz+d+1
n , vz+d

k ), (16)

where d ∈ {2, . . . , (q − z)}, k, n ∈ {1, . . . , m)}, z ∈
{0, . . . , q}.

The procedure of modification of the learning scena-
rio which is named AMLS (the algorithm for modification
of learning scenario) is given as follows.

Algorithm AMLS

Given: pi, pz, wt ,wn,ws ,v(i)
k , n knowledge

structure Gr, s(1), s(2), . . . , s(n) , data
collected during functioning of the
system
Result: s′- modified scenario
BEGIN
1. Create graph Gr′ by removing nodes:
p0, . . . , pz and edges between them;
2.Estimate all local and conditional
probabilities;
3. f = 2; mi = 1; mk = 1; mp = p(v(z+1)

1 ∈
α1(pz), time = wt ,number = wn , score =
ws , lesson = v

(i)
k , version = n)

4. l = 1;
5. If p(v(z+1)

l ∈ αf (pz), time = wt ,number =
wn , score = ws , lesson = v

(i)
k , version = k) > mp

then {p(v(z+1)
l ∈ αf (pz), time = wt ,number =

wn , score = ws , lesson = v
(i)
k , version = k) = mp;

mi = f ;mk = l; }
6. l + +;
7. Repeat Steps 5 and 6 until l ≤ m;
8. f + +;
9. Repeat Steps 4-8 until f ≤ card(RC);
10. Add v

(z+1)
mk ∈ αmi(pz) to scenario s′ ;

11. d = 1;
12. n = mk;
13. mk = 1;mp = p(vz+d+1

1 , vz+d
n );

14. l = 2;
15. If p(vz+d+1

l , vz+d
n ) > mp then {mp =

p(vz+d+1
l , vz+d

n ); mk = l};
16. l++;
17. Repeat Steps 15 and 16 until l ≤ m;
18. Add v

(z+d+1)
mk to scenario s′;

19. d++;
20. Repeat Steps 12-19 until d ≤ q;
END

Example 4. Let us assume a knowledge structure pre-
sented in Fig. 2 and m = 3. Suppose that the system
determined for a new user the opening learning scenario
〈v(0)

1 , v
(1)
1 , v

(2)
2 , v

(3)
1 , v

(4)
3 , v

(5)
1 , v

(6)
1 〉 and the student pas-

ses tests for lessons p1, p2, p3, p4 but fails the test for les-
son p5. The student needs to learn lessons p5, p6 to com-
plete the course. The described situation is presented in
Fig. 4, the model of the Bayesian network is presented
in Fig. 5.

We assumed that for our learner time for lesson p5

is less , he tried to pass a test for lesson p5 only once, so
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Fig. 6. Graphical and the interactive version of lessons: definition of an intersection and road signs.

number = 1; he scored 15%, so score = 2, lesson =
v
(5)
1 and version = 1. Let us assume that, based on the

final scenarios and all collected data, the probabilities are
determined as follows:
p(time = less) = 0.3,
p(number = 1) = 0.3,
p(score = 2) = 0.1,

p(lesson = v
(5)
1 ) = 0.1,

p(version = 1) = 0.15,

p(v(5)
1 |time = less,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.8,

p(v(5)
2 |time = less,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.45,

p(v(5)
3 |time = less,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.13,

p(v(6)
1 |time = less,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 1,

p(v(6)
2 |time = less,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.9,

p(v(6)
3 |time = less,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.1,

p(v(5)
1 |v(6)

1 ) = 0.9,

p(v(5)
2 |v(6)

1 ) = 0.8,

p(v(5)
3 |v(6)

1 ) = 0.3.
We present probabilities essential in the situation

considered. First, we have to determine
p(v(i)

k , time = less ,number = 1,

score = 2, lesson = v
(5)
1 , version = 1),

where i ∈ {5, 6}, k ∈ {1, 2, 3}.

Using Eqn. (12), we compute

p(v(5)
1 , time = less ,number = 1, score = 2,

lesson = v
(5)
1 , version = 1)

= p(v(5)
1 |time = less,number = 1, score = 2,

lesson = v
(5)
1 , version = 1)

· p(time = less) · p(number = 1)
· p(score = 2) · p(lesson = v

(5)
1 )

· p(version = 1)
= 0.8 · 0.3 · 0.1 · 0.1 · 0.15 = 0.00036
p(v(5)

2 , time = less ,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.0002025

p(v(5)
3 , time = less ,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.0000585,

p(v(6)
1 , time = less ,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.00045,

p(v(6)
2 , time = less ,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.000405,

p(v(6)
3 , time = less ,number = 1, score = 2,

lesson = v
(5)
1 , version = 1) = 0.000045.

We choose v
(6)
1 because for this version of the lesson

the following condition is satisfied:

arg max
v
(i)
k

p(v(i)
k , time,number , score, lesson , version).

(17)

In the next step, we compute

p(v(5)
1 , v

(6)
1 ) = 0.3 · 0.00045 = 0.000405,

p(v(5)
2 , v

(6)
1 ) = 0.00036,

p(v(5)
3 , v

(6)
1 ) = 0.000135.
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For the version of the lesson v
(5)
1 , the condition

arg max
k

p(v(5)
k , v

(6)
1 ) (18)

is satisfied.
The opening learning scenario was modified becau-

se the student failed the test for lesson p5. The modified
learning scenario equals

s = 〈v(0)
3 , v

(1)
3 , v

(2)
3 , v

(3)
1 , v

(4)
2 , v

(6)
1 , v

(5)
1 〉.

�

Fig. 7. Example questions from the test.

6. Concept of experiments

A designer of e-learning systems has to combine know-
ledge from different scientific areas: computer science as
well as education. Such an approach requires evaluation of
proposed solutions through an experiment. In our research
we want to show that a student achieves better test results
in a shorter time if the learning scenario is adapted to the
student’s preferences in each step of the learning process.
The experiment will be carried out using an implemented
prototype of an e-learning system. The application field
will be part of a course of driving regulations. The educa-
tional material focuses on intersections, road signs related
to intersections and right-of-way laws. Students who take
part in the experiment are offered different learning scena-
rios. Learning scenarios differ from each other in the les-
sons order and presentations methods, for example, some
scenarios contain more graphical elements such as pictu-
res, graphs, films, other contain interactive elements whe-
reas yet another some more text. Figure 6 presents two

lessons: one in a graphical and the other in an interactive
form.

The experiment starts after the registration process.
A student fills in the Index of Learning Styles Question-
naire (Soloman and Felder, 2010) and provides informa-
tion such as login, password, sex, age, educational level.
Users could be assigned to two groups: a control group
and an experimental group, based on sex, educational le-
vel, age and driving license. The distribution of women,
men, young people, old people, middle-aged people, edu-
cated people, uneducated people, with and without the dri-
ving license should be even in both groups. If a student is
assigned to the control group, he/she is offered a universal
learning scenario and the same as the other students in this
group. The universal learning scenario is similar to lessons
prepared by a teacher in school. There is no possibility
to personalize the learning scenario according to student
preferences and needs, so the universal learning scenario
consists of a few pictures, texts, films, tasks, etc. and is a
combination of dedicated learning scenarios. Users from
the experimental group are proposed educational material
suitable for their learning style. After learning, a student
has to pass a test. The test consists of 10 questions cho-
sen randomly from a question bank consisting of 30 items.
Test time is limited to 10 minutes. Figure 7 presents exam-
ple questions from the test.

Students have 3 chances of passing the test. The me-
thod of modification of a learning scenario described in
Section 5 was simplified. If a user fails the test for the
first time, he/she is offered the same learning scenario.
If the test score is still not sufficient after the second at-
tempt the system chooses the learning scenario which re-
sults in the student’s achieving best results. The third failu-
re finishes the experiment without successful graduation.
The described e-learning system prototype is available at
http://brylant.iit.pwr.wroc.pl
/~kozierkiewicz/system.

7. Preliminary experimental result

Preliminary research was conducted using a prototype of
an e-learning system described in Section 6. In our expe-
riment, 38 users were assigned to an experimental group
and 32 to a control group. We want to verify the hypothe-
sis that those from the experimental group achieve better
test scores than those from the control group.

The mean scores of experimental and control groups
satisfy the following assumption: H0: μexp = μcont, or
the student’s alternative assumption: H1: μexp > μcont.
There is no information on the standard deviation, and the
sizes of groups are different. That is why, for testing the
null hypothesis, the following statistic is assumed:

 http://brylant.iit.pwr.wroc.pl
/~kozierkiewicz/system
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u =
μexp − μcont√
S2

exp

nexp
+

S2
cont

ncont

, (19)

where μexp is the average score value for the experimental
group, μcont is the average value for the control group,
Sexp is the standard deviation for the experimental group,
Scont is the standard deviation for the control group, nexp

is the size of the experimental group, ncont the size of the
control group. Using data collected during the experiment,
the following values are calculated:

nexp = 55,

ncont = 67,

μexp = 59.818,

μcont = 52.239,

Sexp = 23.08,

Scont = 22.248.

The tested statistical value equals

u =
59.818− 52.239√
23.082

55
+

22.2482

67

= 1.834.

The significance level of 0.05 is assumed. The confidence
interval is equal to [1.64, +∞).

The tested statistical value belongs to the confidence
interval, and hence the null hypothesis is rejected and the
alternative hypothesis is assumed. From our experiment
we can draw a conclusion that the mean score of the expe-
rimental group is greater than that of the control group.
Therefore students who were offered a personalized le-
arning scenario achieve better learning results than those
who were proposed a universal learning scenario.

8. Conclusions and future work

In this paper, the learning path generating process based
on users’ profiles is described. A student is suggested an
opening learning scenario which is the best way of parti-
cipating in the course for this learner. He or she learns ac-
cording to an opening learning scenario until the first test
failure. The system modifies the learning scenario based
on all collected data and the learner’s current knowledge
level. A student continues the learning process according
to the new learning scenario. Such an approach allows ad-
apting the learning path in each step of the learning pro-
cess and providing educational material that will be best
assimilated.

The preliminary experimental results showed that
such a solution is efficient. Students who were offered a
personalized learning scenario achieve better learning re-
sults than those who were offered a universal learning sce-
nario. We can draw a conclusion that taking into account

a student’s preferences and learning style increases the ef-
fectiveness of learning process and shows the correctness
of the developed algorithms.

We plan to collect more experimental results and in-
troduce them in future works. It is also planned to carry
out statistical tests and provide a proof of the correctness
of algorithms described in this paper.

The proposed method might be applied in an e-
learning system used for conducting training, supporting
traditional learning in schools (the presented material can
be shown in an interesting, multimedia form) or in a remo-
te coaching system for weaker students who require more
material to be shown.
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Kozierkiewicz-Hetmańska, A. and Nguyen, N.T. (2010). A me-
thod for scenario modification in intelligent e-learning sys-
tems using graph-based structure of knowledge, in N.T.
Nguyen, R. Katarzyniak, Ch. Shyi-Ming (Eds.), Advances
in Intelligent Information and Database Systems, Studies
in Computational Intelligence, Vol. 283 Springer-Verlag,
Berlin, pp. 169–179.

Kukla, E. E. Nguyen, N.T., Danilowicz, C., Sobecki, J. and Le-
nar M. (2004). A model conception for optimal scena-
rio determination in an intelligent learning system, ITSE—
International Journal of Interactive Technology and Smart
Education 1(3): 171–184.

Nguyen, N.T. (2002). Consensus systems for conflict solving in
distributed systems, Information Sciences 147(1): 91–122.

Nguyen, N.T. (2008). Advanced Methods for Inconsistent Know-
ledge Management, Springer-Verlag, New York, NY.

Nguyen, V.A., Nguyen, V.H. and Ho, S.D. (2008). Construc-
ting a Bayesian belief network to generate learning path in
adaptive hypermedia system, Journal of Computer Science
and Cybermetics 24(11): 12–19.

Popescu, E., Badica, C. and Trigano, P. (2008). Learning ob-
jects’ architecture and indexing in WELSA adaptive edu-
cational system, Scalable Computing: Practice and Expe-
rience 9(1): 11–20.

Rius, A., Sicilia, M. and Garsia-Barriocanal, E. (2008). An
ontology to automate learning scenarios? An approach
to its knowledge domain, Interdisciplinary Journal of E-
Learning and Learning Objects 4(1): 151–165.

Soloman, B.A. and Felder, R. (2010). Index of Learning Styles
Questionnaire, http://www.engr.ncsu.edu
/learningstyles/ilsweb.html.

Stankov, S., Glavinic, V. and Rosic, M. (2000). On
knowledge representation in an intelligent tutoring sys-
tem, Proceedings of INES’2000—International Conferen-
ce on Intelligent Engineering Systems, Portoroz, Slovenija,
pp. 381–384.

Weber, G. and Brusilovsky, P. (2001). ELM-ART: An adap-
tive versatile system for web-based instruction, Interna-
tional Journal of Artificial Intelligence in Education 6(5):
351–384.

Adrianna Kozierkiewicz-Hetmańska received
the M.Sc. degree in computer science from the
Wrocław University of Technology in 2007. She
is currently a Ph.D. student of computer science
at the same university. Her research interests in-
clude intelligent tutoring systems, rough classi-
fication, consensus theory and other artificial in-
telligence applications. She is an author and co-
author of several publications at national and in-
ternational conferences and workshops. For her

research project she has been awarded a few scholarships and grants.

Ngoc Thanh Nguyen currently works at the
Wrocław University of Technology, Poland, whe-
re he is the head of the Knowledge Management
Systems Division at the Institute of Informatics.
He received his M.Sc. degree in computer scien-
ce in 1986, Ph.D. in 1989, D.Sc. in 2002, and the
professorial title in 2009. He has edited 20 special
issues of international journals and 10 conferen-
ce proceedings. He is the author or editor of 14
books and more than 200 other publications. His

latest monograph, entitled Advanced Methods for Inconsistent Knowled-
ge Management was published by Springer in 2008. He is the editor-
in-chief of two international journals: LNCS Transactions on Computa-
tional Collective Intelligence (Springer) and the International Journal of
Intelligent Information and Database Systems (Inderscience), and of two
book series for the IGI Global Publisher (USA). He is an associate editor
of four international journals and a member of editorial boards of several
other international journals.

Received: 12 April 2010
Revised: 29 November 2010

http://www.engr.ncsu.edu
/learningstyles/ilsweb.html

	Introduction
	Related work
	Domain module: Knowledge representation
	Tutor module: Methods of generating educational material

	Knowledge structure
	Determination of an opening learning scenario
	Modification of the learning scenario
	Concept of experiments
	Preliminary experimental result
	Conclusions and future work


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /ENU (Versita Adobe Distiller Settings for Adobe Acrobat v6)
    /POL (Versita Adobe Distiller Settings for Adobe Acrobat v6)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [597.600 842.400]
>> setpagedevice


