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A novel, neural network controlled, dynamic evolutionary algorithm is proposed for the purposes of molecular geometry
optimization. The approach is tested for selected model molecules and some molecular systems of importance in biochem-
istry. The new algorithm is shown to compare favorably with the standard, statically parametrized memetic algorithm.
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1. Introduction

Studying the molecular properties and reactivity of molec-
ular systems requires, in a majority of cases, finding the
geometric structure of a molecule corresponding to the
(global) energy minimum. The issue is especially diffi-
cult in studies on nano- and biosystems. The difficulty
arises from the fact that the number of local minima on
the potential energy hypersurface is growing exponen-
tially with the system size (Unger and Moult, 1993; Hen-
drickson, 1995; Wales, 1999). Thus, as one could suspect,
the search for the optimum geometry of a molecular sys-
tem belongs to the class of NP-hard problems (Unger and
Moult, 1993; Hendrickson, 1995).

In recent years, several attempts have been made
to address the issue (Floudas and Pardalos, 2000; Pintér,
2006; Sierka et al., 2007). Still, the problem of geom-
etry optimization cannot be considered to be satisfacto-
rily solved, and the computational chemistry community
is looking forward to a robust, reliable method for finding
the global minimum of molecular potential energy.

In this work we propose a new evolutionary scheme
for molecular geometry optimization. The main feature of
the algorithm is that a neural network is used to dynami-
cally tune parameters of the evolutionary process. Addi-
tionally, the approach efficiently exploits domain specific
features of the optimization problem.

The paper is structured as follows. In Section 2 the
existing approaches to global geometry optimization are
concisely presented and their drawbacks are briefly dis-
cussed. A new algorithm, addressing the shortcomings

of the preexisting ones, is introduced in Section 3, with
the implementation details provided in Section 4. Results
of calculations for selected molecular systems are shown
and shortly discussed in Section 5. Conclusions are briefly
drawn in Section 6.

2. Motivation

To keep the paper self-contained, we start with a short in-
troduction to the notion of memetic algorithms (Moscato,
1999). In this approach, the Genetic Algorithm
(GA) (Holland, 1975) global searcher is supplemented
with a local optimization (e.g., gradient based) procedure.
The local search is started in each step of the evolution-
ary process from the points in the solution space gener-
ated by the GA, providing the global searcher with in-
formation about the achieved local minimum. Formally,
this approach can be treated as the Lamarkian type of
evolution (Moscato and Cotta, 2004), with the passing
of learned information (obtained in the local optimiza-
tion process) to the future generations. Alternatively, the
memetic approach can be understood as a way of reducing
the space that has to be explored by the genetic algorithm
to the subspace spanned by the local minima, leading to
improved overall efficiency.

Among the variety of existing genetic algorithm fam-
ilies, memetic type algorithms seem to be the natural
choice for the molecular geometry optimization prob-
lem. Selecting this option is substantiated by generally
better efficiency of such an approach. They often re-
quire substantially fewer evaluations of the function be-
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ing optimized than pure evolutionary algorithms, at the
same time providing higher quality solutions (Moscato
and Cotta, 2004). Moreover, the approach allows to lever-
age the existing high quality local optimization machin-
ery present in a majority of quantum-chemical and molec-
ular mechanics packages (Schmidt et al., 1993; Frisch
et al., n.d.; te Velde et al., 2001; Spoel et al., 2005; Phillips
et al., 2005; Harrison, 1993).

Now we are in a position to analyze the performance
of the (memetic) GA1 in greater detail. The basic theo-
retical foundation follows from Holland’s theorem, which
shows that above-average fitness increases exponentially
in successive generations (Holland, 1975). This finding
seems to be contradicted by the famous No-Free-Lunch
(NFL) theorem of Wolpert and Macready (1997), which
states that on an average set of problems no specific opti-
mization algorithm can be better. The contradiction, how-
ever, is only seeming and disappears upon closer scrutiny.

The crucial observation is that the performance of a
GA strongly depends on its parameters. The dependence
is so drastic that in many cases a small variation in the pa-
rameter set may change the convergence rate by orders of
magnitude. To make things worse, (quasi)optimal param-
eter sets seem to differ substantially for even quite sim-
ilar problems. In principle this means that using a ge-
netic algorithm we trade the complexity of finding the so-
lution for the complexity necessary to find the (at least
quasi) optimal set of the algorithm parameters. This hy-
pothesis is substantiated by the fact that there seems to be
no generally applicable universal choice of those parame-
ters (Eiben et al., 1999).

One may see it as a manifestation of the NFL the-
orem. However, as pointed out by Culberson (1998), us-
ing some insight information about the optimized function
softens assumptions of NFL. This is probably the main
reason behind the success of memetic algorithms, where
information obtained from the local search influences fu-
ture generations. However, again, there is no universal set
of optimum parameters for the GA based global searchers
because of substantial differences in the topology of the
potential energy surface between molecular systems.

The typical workaround for this problem is to find an
optimal parameter set for a representative molecule and
subsequently use the parametrization for a series of some-
how similar systems. Many techniques may be used for
that purpose, leading to the so-called meta-GA family of
methods. Common for these methods is the fact that there
are two optimization algorithms, the inner, performing the
requested optimization, and the outer, finding the optimal
parameter set for the inner one. Most often, in the spirit
of the evolutionary approach, the outer algorithm is just
another GA.

1From now on all references to the GA should be understood as con-
cerning memetic GAs.

This technique, however, is far from ideal. Firstly,
the two-level procedure is much more time consuming
than a simple optimization task.2 Secondly, the similar-
ity of the studied systems, which is relied upon in the
meta-GA approach, is not a well defined notion. This may
lead to reasonable optimization performance for some of
the molecules, and extremely bad results for others, even
though they are all very similar according to chemical in-
tuition. Eventually, the procedure is based on the assump-
tion that there exists a parameter set for a genetic algo-
rithm which is optimal for the whole process of evolution-
ary optimization. Unfortunately, the assumption does not
hold (Eiben et al., 1999), making it impossible to obtain
the optimal performance this way.

3. Algorithm

To avoid the drawbacks of the static meta-GA described
above, a completely different approach is called for. To
account for the fact that the optimal values of the param-
eters depend on the current state of the evolution, the op-
timal algorithm has to be dynamic. In this context, this
means the ability to control (change) the parameter values
during the evolutionary optimization (Eiben et al., 1999).
The observation, however, leaves us with the crucial is-
sue of deciding which parameter values are optimal at the
current stage of the evolution.

This problem has been extensively studied in the con-
text of dynamic meta-GAs (Eiben et al., 1999; de Land-
graaf et al., 2007; Cicirello and Smith, 2000). However, to
our knowledge, all the existing solutions either use simple
heuristics (Eiben et al., 1999; Bäck, 1993; Wu et al., 1997)
or, in the most advanced cases, the parameter set is embed-
ded into the optimization problem and optimized as a part
of the solution (Spears, 1995; Angeline, 1995).

In this work we propose a Neural Network (NN) as
the agent controlling the evolutionary process. The in-
put of the NN comprises the statistical information about
the current population and the performance of the current
parameter set, and the output is the parameter set for the
next stage of the evolutionary process. The choice of the
neural network as the controlling agent is substantiated by
the ability of properly trained neural networks to repro-
duce any mapping and to generalize it (Hertz et al., 1991).
The computational procedure is presented in more detail
in Algorithm 1.

4. Implementation details

A program implementing the proposed algorithm was
written in the C language. The main part of it is imple-
mented within the framework of the Genetic Algorithm

2One may note that, in principle, the problem is recursive, and finding
the optimal parameters for the outer algorithm is not a trivial task either.
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Algorithm 1 Neural Network + Genetic Algorithm + Local Search.
for i = 1 to POPULATION SIZE do

si ← local search(random solution)
end for
generation← 0
while generation < MAX GENERATIONS do

get population statistics
parameters← neural network(statistics)
for i = 1 to POPULATION SIZE step 2 do

k =selection(parameters, POPULATION SIZE)
j =selection(parameters, POPULATION SIZE)
xi, xi+1 ← crossover(parameters, sj , sk)

end for
for i = 1 to POPULATION SIZE do

xi ← mutation(parameters, xi)
si ← local search(xi)

end for
generation← generation + 1

end while

Utility Library (GAUL) (Adcock, n.d.). The neural net-
work controlling the parameters of the genetic algorithm
is based on the Fast Artificial Neural Network Library
(FANN) (Nissen, 2003). The program includes a flexi-
ble interface to external quantum-chemical and molecular
mechanics packages. The external programs are used to
perform the local optimization and provide data for the
fitness function evaluation.

The feed-forward (Hertz et al., 1991) neural net-
work controlling the parameters of the genetic algorithm
consists of six inputs, four hidden layers comprising six
neurons each and six outputs. The connection rate be-
tween the hidden layers was set to 0.8. The network is
fed with floating point numbers normalized to the [0, 1]
range. They represent minimum, average and maximum
distances between the chromosomes, the maximum and
average value of the fitness function and a fraction indi-
cating how far in the past the best value of fitness function
has been found, respectively. Two of the output neurons
provide the mutation rate and crossover rate. The other
output neurons indicate which type of crossover, muta-
tion, crossover selection and mutation selection should be
used in the next generation of the evolutionary process.

5. Results and discussion

To verify the efficiency and reliability of the pre-
sented algorithm, a series of calculations were performed
for selected medium sized molecules. We chose de-
cane (C10H22), icosane (C20H42), ergotamine and met-
enkephalin. The linear alcanes were selected because the
topology of the potential energy surface is well known for
these systems. This allows us to check whether the results
obtained by the proposed algorithms are physically sound.

Ergotamine and met-enkephaline were chosen because of
their biological significance and because they constitute a
challenging benchmark for global optimization methods.
The structural formulas of the molecules under study are
shown in Fig. 1.

Locally optimized structures with the corresponding
energy were obtained using the AMMP (Harrison, 1993;
Harrison et al., 1995) molecular mechanics package. The
neural network was trained according to the RPROP pro-
tocol (Riedmiller, 1994), with the learning rate set to 0.7.
In the training process, the optimal parameters of the ge-
netic algorithm were correlated with properties of the pop-
ulation at different stages of the evolution. The training set
was constructed using data obtained from the optimization
of several medium-sized molecules (alkanes, ergotamine
and met-enkephaline).

The parameter sets for benchmark calculations were
obtained in the meta-GA (Clune et al., 2005) fashion, with
the outer evolutionary algorithm performing optimization
in the parameter space of the inner genetic algorithm. The
fitness function of the outer algorithm was defined as

f(ε, τ) = A(εmax − ε) + B(τmax − τ),

where ε represents the energy of the molecule obtained
by the inner algorithm, εmax is the maximum energy
recorded so far, τ is the time spent by the inner algo-
rithm to perform the optimization and τmax is the maxi-
mum time accounted for. The values of the scaling pa-
rameters A and B were set to 1000 and 1, respectively.
This way a strong preference for a parameter set leading
to optimal solutions was established.

The procedure was performed for a series of
molecules. From the quasi-optimal parameter sets
obtained, three showing the best overall performance
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are used as the benchmark in this work. Two of
those parametrizations result from calculations for met-
enkephalin, and the third set was generated from the op-
timization of the icosane molecule. The parameter sets,
named respectively M1, M2 and I1, are reported in Ta-
ble 1.

Table 1. Parameter sets for benchmark static GA calculations.
See the text for details.

parameter
parameter set

I1 M1 M2

population size 100 50 10
crossover type singlepoint multipoint multipoint
crossover rate 0.6 1.0 0.5
crossover selection roulette best of 3 roulette
mutation type singlepoint multipoint multipoint
mutation rate 0.3 0.3 1.0
mutation selection SUS random every

The first series of calculations were performed for
decane (C10H22), icosane (C20H42), ergotamine and met-
enkephalin. Each optimization process was repeated ten
times and the energies obtained in these runs were av-
eraged. The results of computations are reported in Ta-
ble 2. Additionally, the optimized geometries were com-
pared with the best geometry found for the molecule. The
compliance of the structures was assessed by means of the
Root Mean Square Deviation (RMSD) defined as

RMSD(A, B) = min
R

√
√
√
√

1
N

N∑

i=1

3∑

j=1

wi((BR)ij −Aij)2,

where the matrices A, B represent atomic coordinates, R
stands for the rotation matrix and wi denotes the weight
associated with the i-th atom. We set the weights to 1 for
heavy atoms and 0 for hydrogens. The results are shown
in Table 3.

Another series of calculations was performed for se-
lected derivatives of met-enkephalin. The substituent lo-
cation is indicated in Fig. 2. The set of met-enkephaline
derivatives was chosen to check the performance of the
proposed approach for a series of similar molecular sys-
tems. The same averaging procedure was used. The re-
sults are presented in Tables 4 and 5.

As can be clearly seen, the dynamic evolutionary op-
timization procedure proposed in this work performs on
a par with, and in some cases outperforms, the static ge-
netic algorithm equipped with the parameter set specif-
ically tuned for a given molecule. The superiority of
the neural-network controlled dynamic approach is espe-
cially evident in the case of a series of chemically similar
molecules, such as the derivatives of met-enkephalin.

It is instructive to see how the neural network control
scheme influences the behaviour of the genetic evolution-
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Fig. 1. Structural formulas of met-enkephalin (a), ergotamine
(b), icosane (c) and decane (d).

Fig. 2. Structure of a met-enkephalin derivative. X stands for a
substituent.

ary process. To get some insight into the issue, we ana-
lyzed changes in the average energy and distance between
the chromosomes in a population during optimization of
the icosane molecule. Comparing Figs. 3 and 4, it is evi-
dent that the strongly randomized populations lead to the
scattering of the average energy values while the overly
concentrated ones lead to stagnation in the energy opti-
mization process.

The neural network controlled process obtains the
best solution in the shortest time. When average en-
ergy becomes stagnant, the neural-network supervisor in-
creases the variability within the populations as indicated
by the occurrence of a hump on a corresponding curve in
Fig. 4. This, in turn, results in a significant decrease in
average energy.

6. Conclusions

A new, neural network controlled, dynamic evolutionary
algorithm was proposed for the purpose of molecular ge-
ometry optimization. For selected model molecular sys-
tems it was shown to perform on a par, and in several
cases exceed, a statically parametrized genetic algorithm.
The reliability of the algorithm, in concert with shorter
calculation time, makes it a compelling alternative to the
currently used global geometry optimizers.
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Table 2. Energies (kcal/mol) of selected molecules optimized by evolutionary algorithms. Boldface indicates the lowest energy ob-
tained for a given molecule. See the text for details.

molecule value
static GA

dynamic GA
M1 M2 I1

decane (C10H22) average -36.378 -34.005 -36.914 -35.597
best -36.914 -36.914 -36.914 -36.914
standard deviation 1.192 2.372 0.000 1.052

icosane (C20H42) average -33.563 -30.295 -33.834 -34.153
best -34.157 -31.194 -34.152 -34.155
standard deviation 1.250 1.436 0.933 0.0006

ergotamine average 792.546 792.540 797.510 793.185
best 792.010 792.140 792.122 792.160
standard deviation 0.469 0.510 1.897 1.004

met-enkephalin average 175.759 176.081 187.159 176.303
best 173.690 174.390 176.430 172.410
standard deviation 2.751 1.382 3.770 2.722

Table 3. RMSD (Å) of selected molecules optimized by evolutionary algorithms. The values were calculated with respect to the best
geometry obtained. Bold script indicates the lowest value obtained for a given molecule. See the text for details.

molecule value
static GA

dynamic GA
M1 M2 I1

decane (C10H22) average 0.059 0.254 0.000 0.190
best 0.000 0.000 0.000 0.000
standard deviation 0.060 0.001 0.000 0.190

icosane (C20H42) average 0.058 0.282 0.006 0.006
best 0.000 0.243 0.001 0.005
standard deviation 0.053 0.060 0.005 0.001

ergotamine average 0.694 0.786 1.131 0.595
best 0.000 0.171 0.819 0.070
standard deviation 0.504 0.244 0.088 0.006

met-enkephalin average 1.167 1.388 1.371 1.320
best 0.602 0.882 1.090 0.000
standard deviation 0.249 0.046 0.210 0.253
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Table 4. Energies (kcal/mol) of selected met-enkephalin derivatives computed by evolutionary algorithms. Boldface indicates the
lowest energy obtained for a given molecule. See the text for details.

substituent value
static GA

dynamic GA
M1 M2 I1

unsubstituted average 175.759 176.081 187.159 176.303
best 173.690 174.390 176.430 172.410
standard deviation 2.751 1.382 3.770 2.722

chlorine (Cl) average 200.821 200.680 213.156 200.684
best 197.900 196.030 205.610 196.440
standard deviation 2.259 3.022 4.774 3.766

hydroxyl (OH) average 178.001 179.440 189.010 176.938
best 173.880 173.340 179.560 173.120
standard deviation 3.044 4.550 6.893 2.633

methyl (CH3) average 221.333 220.999 231.851 220.222
best 217.200 218.260 221.960 216.320
standard deviation 2.892 2.158 6.509 2.498

propyl (C3H7) average 237.951 238.387 249.257 240.284
best 230.640 233.780 240.070 232.760
standard deviation 4.044 3.607 5.573 3.625

phenyl (C6H5) average 316.853 316.377 356.772 315.714
best 313.980 311.270 323.430 310.030
standard deviation 2.918 4.401 87.445 3.327

toluene (C6H4−CH3) average 317.121 314.838 325.346 314.064
best 308.610 307.940 310.810 309.030
standard deviation 5.302 5.306 7.662 3.049

Table 5. RMSD (Å) of selected met-enkephalin derivatives optimized by evolutionary algorithms. The values were calculated with
respect to the best geometry obtained. Boldface indicates the lowest value obtained for a given molecule. See the text for
details.

substituent value
static GA

dynamic GA
M1 M2 I1

unsubstituted average 1.167 1.388 1.371 1.320
best 0.602 0.882 1.090 0.000
standard deviation 0.249 0.046 0.210 0.253

chlorine (Cl) average 1.362 1.084 1.679 1.203
best 0.090 0.000 0.969 0.117
standard deviation 0.509 0.530 0.364 0.507

hydroxyl (OH) average 1.271 1.418 1.573 0.957
best 0.454 0.260 1.042 0.000
standard deviation 0.543 0.537 0.428 0.503

methyl (CH3) average 1.149 1.365 1.347 0.930
best 0.217 0.333 0.606 0.000
standard deviation 0.546 0.460 0.408 0.572

propyl (C3H7) average 1.147 1.160 1.569 1.445
best 0.000 0.605 0.885 0.614
standard deviation 0.536 0.389 0.354 0.414

phenyl (C6H5) average 1.051 1.119 1.584 1.022
best 0.723 0.598 1.228 0.000
standard deviation 0.328 0.429 0.239 0.544

toluene (C6H4−CH3) average 1.288 1.216 1.622 1.046
best 0.736 0.000 0.633 0.541
standard deviation 0.436 0.595 0.500 0.410
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