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We present a primal sub-gradient method for structured SVM optimization defined with the averaged sum of hinge losses
inside each example. Compared with the mini-batch version of the Pegasos algorithm for the structured case, which deals
with a single structure from each of multiple examples, our algorithm considers multiple structures from a single example
in one update. This approach should increase the amount of information learned from the example. We show that the
proposed version with the averaged sum loss has at least the same guarantees in terms of the prediction loss as the stochastic
version. Experiments are conducted on two sequence labeling problems, shallow parsing and part-of-speech tagging, and
also include a comparison with other popular sequential structured learning algorithms.
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1. Introduction

A structured classification problem considers learning
a mapping from the input to the output of structured
objects, where the output structures incorporate different
relationships among their classes. These algorithms,
such as conditional random fields (Lafferty et al., 2001),
the structured perceptron (Collins, 2002) or structured
support vector machines (SSVMs) (Tsochantaridis et al.,
2005), are proved to outperform the standard binary
and multiclass classifiers, but they are usually more
complex to train and require inference during the training
procedure. They are applicable to different domains such
as natural language processing (Daume, 2006), computer
vision (Nowozin and Lampert, 2011), speech recognition
(Sas and Żołnierek, 2013) and bioinformatics (Li et al.,
2007). Besides easy training for the perceptron algorithm,
training the SSVM assumes constrained optimization with
possibly exponentially many constraints.

There are several ways to efficiently deal with
such optimization. For the special case of a linearly
decomposable loss, this problem can be presented with
an equivalent polynomial-size formulation (Taskar et al.,
2004) by introducing marginal variables on which we
can apply sequential minimal optimization (SMO) (Platt,
1999). On the other hand, without the previous
assumption, we can seek a small set of constraints that

is sufficient to approximate a solution by increasing the
working set of constraints through iterations. Joachims
et al. (2009) use the cutting plane method on the
equivalent formulation with one slack variable shared
across all data and build the working set of constraints
with a separation oracle. Even though the algorithm finds
a solution where constraints are violated by no more than
ε after O(1/ε) iterations, each iteration assumes finding
a separation oracle, which can be time consuming for a
larger number of examples.

For large-scale problems there exist more suitable
versions of online algorithms which simply sequentially
perform parameter updates concerning only the most
violated structure at a time, such as a perceptron (Collins,
2002) with a fixed step size, the passive-aggressive (PA)
algorithm (Crammer et al., 2006) with an optimal step
size analytically found in dual by considering only one
constraint corresponding to the ‘best’ structure, the primal
sub-gradient descent method (Ratliff et al., 2006) with
a predefined step size followed by a projection which
transfers the parameter back into the feasible region.

Shalev-Shwartz et al. (2011) proposed the Pegasos
algorithm which takes a sub-gradient step with a
predetermined step size and which can work in the
mini-batch variant by choosing a set of examples and
performing a sub-gradient step on it. Its structured
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version was successfully applied to various problems:
dependency parsing (Martins et al., 2011), semantic role
labeling (Lim et al., 2013), part-of-speech tagging (Ni
et al., 2010), optical character recognition (Jaggi et al.,
2012), and named entity recognition (Lee et al., 2011).
The empirical performance indicated fast convergence
with the results comparable with those of other structured
algorithms, while Ratliff et al. (2006) show that the
cumulative prediction loss for the structured sub-gradient
method grows only sublinearly in time.

Besides a single best inference which uses all
previous algorithms during the training procedure,
Crammer et al. (2005) introduce the k-best MIRA,
which deals with the k-best structures at a time. The
algorithm minimizes the norm of the parameter change
while satisfying constraints corresponding to k-best
outputs. McDonald et al. (2005) successfully applied
it to dependency parsing, concluding that even small
values of k are sufficient to achieve close to best
performance. Another common feature of all algorithms
is that they can be seen as minimization of a differently
chosen regularized loss function. There are various
loss functions which are used in the structured case,
such as the structured hinge loss or its squared version
(Tsochantaridis et al., 2005), the log loss (Lafferty et al.,
2001), the softmax-margin as a log loss with a cost
function (Gimpel and Smith, 2010), or the structured ramp
loss (Do et al., 2008).

In this paper we shall consider the averaged sum
of hinge losses over the structures inside one example
and an approximate primal objective function on which
the sub-gradient method is applied. Such changes in
the loss function result in the fact that the algorithm can
consider multiple structures inside one example (similar
to the k-best MIRA variant). For this version we provide
the cumulative bound of prediction losses and perform
experiments with other popular sequential structured
learning algorithms.

The paper is organized as follows. In Section 2,
we define basic notations and the problem of max-margin
structured classifiers. After reviewing the existing version
of Pegasos for the structured case, in Section 3 we
introduce the Pegasos algorithm with the averaged sum
loss. Next, we provide a theoretical analysis for
the introduced algorithm, followed by implementation
concerns for sparse updates and the calculation of
averaged parameters. In Section 6, we present
experiments on sequence labeling problems, and conclude
the paper in the last section.

2. Problem definition

Let D = ((xn, yn))N
n=1 be a training set, where each

input xn has the corresponding output structure yn. The
set of all possible structures over xn is denoted by Y (xn)

and Y−n = Y (xn)\yn. In the case of sequence labeling,
for example, xn ∈ X Tn represents an input sequence of
length Tn and Y (xn) = YTn , whereY is a set of possible
labels for an element of the input alphabet X .

The problem of minimizing the regularized empirical
risk over the set D is

min
w

f(w) = min
w

λ

2
‖w‖2 +

1
N

N∑

n=1

�n(w), (1)

where �n(w) represents a loss function on the n-th
example with parameters w. As inside each example
there are many output structures, the loss function can
be defined for each one separately. Let �(w; (xn, y))
represent a loss for the structure y ∈ Y (xn) with
parameters w. We will define the hinge loss for a struc-
ture y as

�(w; (xn, y)) = max
(
0, L(yn, y)−wTΔFn(y)

)
,
(2)

with ΔFn(y) = F(xn, yn) − F(xn, y), where
F(x, y) represents a global feature vector measuring the
compatibility of x and y, while the function L(yn, y)
represents the cost of assigning the output y to observation
xn instead of yn.

Since inside each example there are many output
structures, usually we deal only with those which provide
the maximum loss on the current example. In that case
the loss function, called the max-margin (MM) loss1, is
defined as

� MM
n (w) = max

y∈Y (xn)
�(w; (xn, y)) = �(w; (xn, ỹn)),

(3)
where ỹn is the ‘best’ structure for xn with respect to the
loss function, i.e.,

ỹn = argmax
y∈Y (xn)

�(w; (xn, y)). (4)

For the problem (1) and the previous loss
function (3), the corresponding constrained optimization
is

min
w,ξ

λ

2
‖w‖2 +

1
N

N∑

n=1

ξn (5)

subject to

wTΔFn(y) ≥ L(yn, y)− ξn, ∀n, ∀y ∈ Y (xn).
(6)

According to the constraints, the original structure yn

should produce a greater score wTF(xn, yn) than any

1In the literature this loss is called the structured hinge loss (Taskar
et al., 2004) or the max-margin loss for the structured case (Collins et al.,
2008). Even though the former name is more common, we will prefer
the latter one in this paper to avoid confusion with the hinge loss for a
structure that is already defined in (2).
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other structure, at least for the size of the margin for that
structure L(yn, ·), while the introduced N slack variables
ξn should handle the non-separable case.

In this paper we will consider the average sum (AS)
loss � AS

n (w) defined as

� AS
n (w) =

1
|Y−n|

∑

y∈Y−n

�(w; (xn, y)), (7)

which represents the expected hinge loss for structures
inside the n-th example. If the AS loss is used in problem
(1), it leads to the corresponding constrained optimization
problem:

min
w,ξ

λ

2
‖w‖2 +

1
N

N∑

n=1

1
|Y−n|

∑

y∈Y−n

ξn,y (8)

subject to

wTΔFn(y) ≥ L(yn, y)− ξn,y,

ξn,y ≥ 0, ∀n, ∀y ∈ Y−n, (9)

where now one non-negative slack variable is assigned
to each output structure. Using one slack variable per
output structure inside one example can be seen as
a structural generalization of the Weston and Watkins
(1998) multi-class SVM, where slack variables are
assigned to possible classes inside an example.

3. Structured Pegasos algorithms

3.1. Pegasos with the max-margin loss. Pegasos is a
sub-gradient method introduced by Shalev-Shwartz et al.
(2007). At each iteration t the algorithm chooses a set
At ⊆ {1, . . . , N} of cardinality k. Then the objective
function (1) is approximated with

fMM(w, At) =
λ

2
‖w‖2 +

1
k

∑

n∈At

�(w; (xn, ỹn)) (10)

and optimized using the sub-gradient descent wt+1 ←
wt− ηt∇MM

t , with the value of the approximate objective
sub-gradient

∇MM
t = λwt − 1

k

∑

n∈A+
t

ΔFn(ỹn), (11)

A+
t = {n ∈ At : �(wt; (xn, ỹn)) > 0}, where the step

size is set to ηt = 1/(λt).
After each sub-gradient step, the parameters can be

optionally projected on the ball of radius 1/
√

λ with the
update

wt+1 ← min

{
1,

1/
√

λ

‖wt+1‖

}
wt+1. (12)

The pseudocode is presented in Algorithm 1. In the case
of k = 1 the update corresponds to the stochastic version,
for k = N this is the standard (batch) version and for
1 < k < N it is called the mini-batch version.

Algorithm 1: Structured Pegasos with the MM
loss (Shalev-Shwartz et al., 2011).

Input : Training data: D = ((xn, yn))N
n=1,

parameter λ ∈ R
+, k ∈ N

Number of iterations: T
Output: Model parameters: w

w := 0;1

for t := 1 to T do2

Choose At ⊆ {1, . . .N} so that |At| = k;3

foreach n ∈ At do4

Find ỹn = arg maxy �(w; (xn, y));5

/* single best decoding */

A+
t := {n ∈ At : �(w; (xn, ỹn)) > 0};6

ηt := 1/(λt);7

w := (1 − ηtλ)w + ηt

k

∑
n∈A+

t
ΔFn(ỹn);8

[Optional: w := min
{
1, 1/

√
λ

‖w‖
}

w ];9

/* projection */

3.2. Pegasos with the averaged sum loss. Let us
consider using the AS loss and approximate the objective
function (1) with

λ

2
‖w‖2 +

1
|At|

∑

n∈At

1
|Bn|

∑

y∈Bn

�(w; (xn, y)), (13)

where Bn ⊆ Y−n and At ⊆ {1, . . . , N} contains the set
of examples on which the approximation is made. Further
on, we will consider the previous approximation restricted
only to the n-th example, i.e., where we choose At = {n}
and define

fAS(w, Bn) =
λ

2
‖w‖2+ 1

|Bn|
∑

y∈Bn

�(w; (xn, y)). (14)

This restriction allows us to obtain an on-line
algorithm through examples with mini-batch optimization
inside each example according to set Bn, while the
selection of Bn allows us to choose which structures we
will consider in the optimization process. We consider a
sub-gradient of the approximate objective (14) given by

∇AS = λw − 1
|Bn|

∑

y∈B+
n

ΔFn(y), (15)

where B+
n = {y ∈ Bn : �(w; (xn, y)) > 0}. Thus

the parameter update for the structured Pegasos with the
AS loss in the t-th iteration on the n-th example is

wt+1 = (1− ηtλ)wt +
ηt

|Bn|
∑

y∈B+
n

ΔFn(y). (16)

Let us define the prediction violation set of struc-
tures, Sn, as

Sn = {y ∈ Y (xn) : �(w; (xn, y)) ≥ �(w; (xn, ŷn))},
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where the prediction structure ŷn is given by

ŷn = arg max
y∈Y (xn)

wTF(xn, y). (17)

In theoretical analysis, we will consider the version
of Pegasos with the AS loss where the selection of the
set Bn is not from all Y−n structures but only from Sn,
and to such a restriction we will refer as the restricted Pe-
gasos algorithm. The way we choose the set Bn from
Sn of size k is not important for further analysis. Note
that by choosing Bn = {ỹn} the algorithm is reduced to
stochastic Pegasos with the MM loss. Also note that it is
possible to select At with a cardinality greater than one,
and the algorithm will operate over multiple structures
inside each of selected examples in one update.

Pegasos with the k-best loss. Let Bestk
n denote the

set of k structures with the highest score on the n-th
example, i.e., the structures which maximize the value of
�(w; (xn, y)). Further, we can define the k-best loss as

�kbest
n (w) =

1
k

∑

y∈Bestk
n

�(w; (xn, y)),

and the corresponding objective function restricted to the
n-th example as

fBestk
n(w) = fAS(w,Bestk

n). (18)

According to (18), we can see the k-best objective as a
special case of the AS objective approximation (14) which
is made on the Bestk

n set. Also we can see that the
k-best loss lies between the MM loss and the AS loss, i.e.,
� AS
n (w) ≤ �kbest

n (w) ≤ � MM
n (w).

The k-best loss is convex (Boyd and Vandenberghe,
2004), and we can apply the Pegasos algorithm for
optimization with the sub-gradient and parameter update
defined with (15) and (16) by setting Bn = Bestk

n. If
we choose Bn to be Bestk

n, not a subset from Sn, such
a version can also be called k-best Pegasos, as it works
in a similar framework as the k-best MIRA by Crammer
et al. (2005) and it will directly optimize the k-best loss.
Moreover, we can use k-best decoding to find structures
from the prediction violation set. Since we need k output
structures (if they exist) with the loss greater than that
for the prediction structure, we do this by finding Bestk

n

and removing structures which do not belong to Sn. The
pseudocode is presented in Algorithm 2.

4. Theoretical analysis

In the structured case we care about the cumulative bound
of prediction losses through the iterations between the
prediction structure ŷn and the true structure yn, i.e.,
the sum over L(yn, ŷn). This bound for the stochastic

Algorithm 2: (Restricted) Structured Pegasos
with the AS loss.

Input : Training data: D = ((xn, yn))N
n=1,

parameter λ ∈ R
+, k ∈ N

Number of iterations: T
Output: Model parameters: w

w := 0;1

for t := 1 to T do2

Choose n from {1, . . .N};3

Select Bn ⊂ Y (xn) of size k4

e.g. Bn := k- arg maxy∈Y (xn) �(w; (xn, y));
/* k-best decoding */
ŷn := argmaxy∈Y (xn) wTF(xn, y) ;5

/* prediction sequence */
Bn := {y ∈ Bn : �(w; (xn, y)) ≥6

�(w; (xn, ŷn))} ; /* for restricted
version */
B+

n := {y ∈ Bn : L(yn, y) > wTΔFn(y)};7

ηt := 1/(λt);8

w := (1− ηtλ)w + ηt

|Bn|
∑

y∈B+
n

ΔFn(y);9

[Optional: w := min
{
1, 1/

√
λ

‖w‖
}

w ];10

/* projection */

sub-gradient method with the MM loss is given by Ratliff
et al. (2006), and we will provide a bound for restricted
Pegasos with the AS loss. First we need the following
lemma by Shalev-Shwartz et al. (2011). Recall that a
function f is λ-strongly convex if f(w) − λ

2 ‖w‖2 is a
convex function.

Lemma 1. (Shalev-Shwartz et al., 2011) Let f1, . . . , fT

be a sequence of λ-convex functions and D be a closed
convex set. Define ΠD(w) = arg minw′∈D ‖w −w′‖.
Let w1, . . . ,wT+1 be a sequence of vectors such that
w1 ∈ D and, for t ≥ 1, wt+1 = ΠD(wt − ηt∇t) ,
where ∇t belongs to the sub-gradient set of ft at wt and
ηt = 1/λt. Assume that, for all t, ‖∇t‖ ≤ G. Then, for
all u ∈ D it follows that

1
T

T∑

t=1

ft(wt) ≤ 1
T

T∑

t=1

ft(u) +
G2(1 + lnT )

2λT
.

Theorem 1. Let (x1, y1), . . . , (xN , yN ) be a sequence
of examples where ‖ΔFn(y)‖ ≤ R and L(yn, y) ≤
1 for all y ∈ Y (xn), n = 1, . . . , N and w∗ =
arg minw f(w), where f(w) is defined with loss function
� AS
n (w). Then, for the update (16) with the optional pro-
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jection step (12) it follows that

1
N

N∑

n=1

fAS(wn, Bn)

≤ 1
N

N∑

n=1

fAS(w∗, Bn) +
c(1+lnN)

2λN

where c = (
√

λ + R)2 if we perform the projection step
and c = 4R2 otherwise.

Proof. We first show that the conditions of Lemma 1
are satisfied. The function fAS(wn, Bn) is a λ-convex
function by definition. Further, if we use the projection
step, then it follows that ‖wn‖ ≤ 1/

√
λ and ‖∇n‖ ≤

λ + R. If we do not use it, with a similar technique
as employed by Shalev-Shwartz et al. (2011), we get
‖wn‖ ≤ R/

√
λ and ‖∇n‖ ≤ 2R.

Next, we want to show that w∗ ∈ D, which is
obvious if we do not use the projection. If we use it, then
for the primal problem (8)–(9) we have the corresponding
dual problem

max
α

N∑

n=1

∑

y∈Y−n

αn,yLn,y

−1
2

∣∣∣
∣∣∣

N∑

n=1

∑

y∈Y−n

αn,yΔFn(y)
∣∣∣
∣∣∣
2

(19)

subject to

0 ≤ αn,y ≤ C

N |Y−n| , ∀n, ∀y ∈ Y−n, (20)

where C = 1/λ, Ln,y is an abbreviation for L(yn, y),
and the connection between primal and dual parameters
is w =

∑N
n=1

∑
y∈Y−n

αn,yΔFn(y). If (w∗, ξ∗) is
an optimal point for the primal problem and α∗ is an
optimum for the dual, then from the strong duality at the
optimum there is an equality between the primal and the
dual objective value

1
2
‖w∗‖2 ≤ 1

2
‖w∗‖2 +

C

N

N∑

n=1

1
|Y−n|

∑

y∈Y−n

ξ∗n,y

=
N∑

n=1

∑

y∈Y−n

α∗
n,yLn,y − 1

2
‖w∗‖2

where the first inequality is due to ξ∗n,y ≥ 0.
Now, we obtain

‖w∗‖2 ≤
N∑

n=1

∑

y∈Y−n

α∗
n,yLn,y ≤

N∑

n=1

∑

y∈Y−n

α∗
n,y ≤

1
λ

and ‖w∗‖ ≤√
1/λ. We can now apply Lemma 1 and get

the desired bound. �

Theorem 2. Let the conditions from the previous theorem
be satisfied and let Bn be chosen as Bn ⊆ Sn. Then it
follows that

N∑

n=1

L(yn, ŷn) ≤ λ

2
N ‖w∗‖2 +

c(1 + lnN)
2λ

+
N∑

n=1

1
|Bn|

∑

y∈Bn

�(w∗; (xn, y)).

(21)

Proof. According to the definition of fAS(wn, Bn), from
the previous theorem we have

λ

2N

N∑

n=1

‖wn‖2 +
1
N

N∑

n=1

1
|Bn|

∑

y∈Bn

�(wn; (xn, y))

≤ λ

2
‖w∗‖2 +

1
N

N∑

n=1

1
|Bn|

∑

y∈Bn

�(w∗; (xn, y))

+
c(1 + lnN)

2λN
. (22)

Using the definition of ŷn, it follows that

wTF(xn, ŷn) ≥ wTF(xn, y), ∀y ∈ Y (xn), (23)

which leads to wTΔFn(ŷn) ≤ 0. Therefore,

L(yn, ŷn) ≤ �(w; (xn, ŷn))
≤ �(w; (xn, y)), ∀y ∈ Bn,

where the last inequality follows since Bn is a subset from
Sn. Now, we have

N∑

n=1

L(yn, ŷn)

≤
N∑

n=1

1
|Bn|

∑

y∈Bn

�(wn; (xn, y))

≤ λ

2

N∑

n=1

‖wn‖2

+
N∑

n=1

1
|Bn|

∑

y∈Bn

�(wn; (xn, y)),

which, in combination with (22), provides the desired
bound. �

From the previous theorem and using the inequality

1
|Bn|

∑

y∈Bn

�(w∗; (xn, y))

≤ � MM
n (w∗), ∀Bn ⊆ Y−n, (24)

we get the following corollary.
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Corollary 1. Let the conditions from the previous theo-
rem be satisfied. Then it follows that

N∑

n=1

L(yn, ŷn) ≤λ

2
N ‖w∗‖2

+
N∑

n=1

� MM
n (w∗) +

c(1 + lnN)
2λ

, (25)

as well as

N∑

n=1

L(yn, ŷn) ≤
√

c(1 + lnN)
N

‖w∗‖+
N∑

n=1

� MM
n (w∗),

by choosing

λ =

√
c(1 + lnN)
N ‖w∗‖2 .

If we set Bn = {ỹn} for each n, then the equality
holds in (24) and the previous bound reduces to that of
the stochastic version provided by Ratliff et al. (2006).
For the other selection of Bn, according to the inequality
(24), the right-hand side of (21) is at most the right-hand
side of (25), so Corollary 1 states that Pegasos with the AS
loss has at most the same bound of cumulative prediction
losses as the stochastic Pegasos algorithm.

The Pegasos algorithm of Shalev-Shwartz et al.
(2011) picks examples uniformly at random. Even though
uniform sampling is not used in the previous theorems,
it can improve the convergence rate of the method. Also,
picking examples uniformly at random can be very helpful
to eliminate problems in a dataset when the examples are
grouped by some criteria in parts of the corpus and come
in a particular order.

5. Implementation issues

Regarding implementation, there are two main operations
that are performed over the parameter vector: scaling,
when we first scale wt by factor (1− ηtλ) and optionally
once again in the projection step, and the operation add,
where we add scaled feature vectors to current parameters
multiple times. Shalev-Shwartz et al. (2011) present a
sparse implementation where scaling can be done inO(1)
and add a new feature vector in O(d), where d is the
number of non-zero elements in the feature vector. This
is done by representing the parameter vector as w = av.
They also consider averaged parameters,

wT =
1
T

T∑

t=1

wt, (26)

and state that, in practice, the final hypothesis wT often
provides better results.

We do not have a theoretical analysis for averaged
parameters, since we do not bound the overall objective

f(wT ) in the structured case with the AS loss. However,
we provide an experimental analysis for averaged and
non-averaged parameters in the next section. In order
to calculate averaged parameters, we should not simply
apply the formula (26) because we will not get the sparse
updates. Xu (2011) presents an efficient procedure to
find averaged parameters using a linear transformation
where the addition of a new feature vector is also done
in O(d). In practical implementations, both averaged
and non-averaged parameters require rescaling from time
to time since the variables can go out of range. In
a non-averaged implementation it can be easily done
by rescaling a to one, while rescaling for averaged
parameters can be found in the implementation of Bottou
(2008). Note that rescaling is not a sparse operation.

The algorithm also requires selecting the set Bn

from the prediction violation set Sn. Checking if the
structure belongs to the set Sn is an easy task, although
building such a set can be a problem as we need to
collect all structures with the score greater than that for
the prediction structure. Fortunately, the algorithm does
not require the calculation of the whole set as we need
only an arbitrary portion of its elements to approximate
the objective function. Since we need structures with the
highest score, we can use a k-best inference to create the
Bestk

n set with the top k structures in a descending order,
and then we can easily remove structures which do not
belong to Sn to get the required set Bn from Sn ∩ Bestk

n.
For sequence labeling, the Viterbi (1967) algorithm

can be straightforwardly extended to the k-best variant by
keeping its k-best partial scores at every position. Storing
the k-best partial scores at each position of a sequence
of length T can be done using the matrix, leading to the
time complexity O(|Y |2Tk) and the memory complexity
O(|Y |Tk), where Y represents the set of possible labels
for each observation. Another approach, which we apply
in our experiments, is to use the A* search to generate
k-best paths on trellis (Soong and Huang, 1991; Nagata,
1994). This algorithm can also be adapted to generate
exact k-best paths with the involved loss function. The
total time complexity is O(|Y |2T + |Y |Tk log k) and the
total memory complexity isO(|Y |T + kT ), which can be
a better choice than the k-best Viterbi algorithm.

6. Experimental results

We present experimental results on shallow parsing
(Tjong Kim Sang and Buchholz, 2000) on the
CONLL-2000 corpus2 and part-of-speech (POS) tagging
on the Brown corpus3. We choose these problems for
experiments as they are important tasks which come
usually as first steps in pipeline structures of natural
language processing problems. POS tagging belongs to

2http://www.cnts.ua.ac.be/conll2000/chunking.
3http://khnt.aksis.uib.no/icame/manuals/brown/.

http://www.cnts.ua.ac.be/conll2000/chunking.
http://khnt.aksis.uib.no/icame/manuals/brown/.
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Table 1. Templates used for generating features at position t in
a sequence, where wt denotes the current word, at at-
tributes for the current word and yt the corresponding
label.

(yt, yt−1)

(yt, wt) (yt, at)

(yt, yt−1, wt) (yt, yt−1, at)

(yt, yt−1, wt, wt−1) (yt, yt−1, wt, at−1)

(yt, yt−1, at, wt−1) (yt, yt−1, at, at−1)

sequence labeling problems where we need to assign a
single label to each member of the observed sequence.
The label represents a grammatical category, i.e., part
of speech, for the corresponding word and its context in
a sentence. Shallow parsing identifies non-overlapping
text segments which correspond to certain syntactic units.
It is usually a step preceding full parsing and following
POS tagging. The results are presented in terms of the
F-measure, as the harmonic mean of precision and recall
computed over tokens belonging to a chunk, while for
POS tagging they are presented as accuracy, i.e., the
proportion of correctly classified labels over all tokens in
a sentence.

Choosing an example for the update in the Pegasos
algorithm with the average sum loss is done sequentially,
while for the MM loss the training set is partitioned
into parts of size k on which the updates are performed
sequentially. One pass through all training examples
will be referred to as an epoch. In the forthcoming
discussion we use the following abbreviations to specify
the case we tested: the prefix avg before the algorithm
name means that the test results are produced with the
averaged parameters (26), the Pegasos algorithm will be
abbreviated with Peg, its restricted version with resPeg,
the suffixes MML and ASL after the algorithm name will
respectively refer to the max-margin loss and the average
sum loss, and -WP at the end will denote that the Pegasos
algorithm is used without the projection step.

6.1. Features. In sequence labeling problems we can
write a global feature vector as the sum over feature
functions from all positions t in a sequence, i.e.,

F(x, y) =
T∑

t=1

f(yt−1, yt, x, t).

Each feature vector at specific position f(yt−1, yt, x, t) ∈
R

M is usually presented with binary-coded active features
of the current transition and the current context around the
t-th observation. Table 1 shows the templates used for
generating features at each position in a sentence.

In addition to its label, each observation (word)
will also have a corresponding attribute. The attribute
will represent specific characteristics of a word. For

Fig. 1. Results in terms of the F-measure through epochs for the
restricted and non-restricted version of the Pegasos al-
gorithm with the averaged sum loss on shallow parsing.
The curves are drawn with k = 10.

part-of-speech tagging we used standard characteristics
for describing words: if a token is written in all
caps, the initial cap or lowercase, if a token contains
digits, if it represents a special character, a punctuation
mark or an abbreviation; and we did not use external
linguistic resources. For shallow parsing, we used
the corresponding POS tag which is already given in
the corpora, in combination with previously described
characteristics of a word and its belonging to specific
external linguistic dictionaries.

Fig. 2. Results in terms of the F-measure through epochs with
different step sizes for the stochastic Pegasos algorithm
without a projection step (top panel) and with a projec-
tion step (bottom panel). The specified step sizes are
common for both panels with α = 0.75, but are shown
in two legends for better clarity.
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6.2. Restricted vs. non-restricted version. We
first compare the results for Pegasos with the AS loss
and the corresponding restricted version. Recall that
the restriction is made by selecting the set Bn as the
subset of Sn, and that it was needed for the theoretical
analysis. Also note that using the restricted version
implies the calculation of the prediction sequence (17),
see Algorithm 2, which increases the training time since
the additional Viterbi decoding must be performed. In
Fig. 1 we see minor differences in results whenever
Pegasos with the AS loss is used with or without
restriction. The specific parameter k is presented in
caption, and there were similar small differences with
other parameters we tested. Since the results are so
similar, with the only difference in training time, in
further analysis we only include restricted Pegasos in time
comparison with other algorithms and in the last table with
the results of all methods.

6.3. Dependence of the regularization parameter λ.
Figure 3 presents the influence of the regularization
parameter λ on the results for shallow parsing and POS
tagging. Small values of the regularization parameters
need more iterations, i.e., long runtimes, which is
mentioned by Shalev-Shwartz et al. (2011) and can be
clearly seen from Fig. 3 for both shallow parsing and
POS tagging. However, large regularization parameters
produce almost no difference in results after 20 and 100
epochs, but the outcomes are not satisfying. Interestingly,
the best results on both the datasets are achieved when the
projection is not used, even if theoretical analysis provides
similar bounds for both the versions.

In order to select the regularization parameter in
further experiments, we perform cross-validation. We
use 5-fold cross-validation to find the optimal parameter
for each method separately, and then we employ this
optimal parameter in a test scenario in all figures. When
we present curves as the dependence of results through
epochs, we use the optimal parameter provided after
100 training epochs in cross-validation. Further, in
experiments we will include a case when we present
only final results, and then the optimal number of
training epochs will also be selected and included in
cross-validation, which will be described later (see
Section 6.8).

6.4. Different step sizes. The Pegasos algorithm in the
t-th iteration changes parameters with the step size ηt =
1/(λt). This step can be generalized as ηt = 1/(λt)α

with α = 1. However, other values of α ∈ (1/2, 1] can
be used, as suggested by Bach and Moulines (2011). The
step can be further generalized as ηt = γ/(λγt)α with
a constant γ which is used in the ASGD implementation
of Bottou (2008) with α = 0.75. Another approach is to

employ a constant small step size in each iteration (Ratliff
et al., 2006).

In Fig. 2 we present an experiment where we tested
different step sizes. As noticed by Nemirovski et al.
(2009), with α = 1 the choice of the regularization
parameter is critical. However, as we have described
before, we perform cross-validation to choose the optimal
regularization parameter, and the results using the Pegasos
step are very similar to those with the constant step size
equal to 10−2 or using ηt = γ/(λγt)α with γ = 10−1

when the projection step is not performed (top panel). A
larger constant step size ηt = 10−1 can provide faster
convergence in the first few epochs, but in the end it does
not achieve very good results. In contrast to the results
without projection where other step sizes do not seem
to be beneficial, we can see from the bottom panel the
improvement of other step sizes in the first iterations when
the projection step is included. After all epochs in that
case, all step sizes provide very similar results, except a
very small constant size ηt = 10−3, with the best results
achieved with ηt = 10−1.

6.5. Projection and averaged parameters. Using
the averaged parameters helps to avoid oscillations in
the test results. Figure 4 shows the oscillations when
the averaged parameters are not used. The Pegasos
algorithm with averaged parameters slowly converges,
but after 100 epochs it usually provides results similar
to the non-averaged case. It is also possible to use a
mixed approach that combines both the cases by starting
averaging after some portion of training iterations, as
suggested by Rakhlin et al. (2012), which should result
in faster convergence. An open question is when or
whether or not to start averaging (Shamir, 2012). Rakhlin
et al. (2012) use averaging after T/2 iterations, Xu
(2011) employs a comparison of the moving average
of the empirical loss of non-averaged parameters and
exponential moving average parameters to determine
when to start averaging, while the implementation of
Bottou (2008) is by the default set to averaging after
the first epoch. Additionally, Shamir and Zhang (2012)
propose a simple averaging scheme which can be
performed with other stopping criteria on-the-fly, with an
unknown number of training iterations in advance.

6.6. Max-margin loss vs. averaged sum loss. Figure
5 presents the results for the Pegasos algorithm with the
MM and AS loss. In the left panel we see that both
algorithms converge to the same results irrespective of
whether or not we use the projection. As expected, the
convergence in terms of the number of epochs through
the training set is faster for Pegasos with the AS loss,
since it considers many more structures for the update.
On the other hand, when comparing convergence in terms
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Fig. 3. Dependence on the regularization parameter λ for the stochastic Pegasos algorithm. The results are presented with the averaged
parameters after 20 and 100 training epochs. Shallow parsing (left) and POS tagging (right).

Fig. 4. Results for shallow parsing (left) and POS tagging (right) through the iterations for the stochastic Pegasos algorithm dependent
on the use of projection and averaged parameters.

Fig. 5. Comparison between Pegasos algorithms with the MM and AS loss. The dependence of the F-measure through epochs (left)
and the dependence on the number of parameter updates (right). All curves are presented with the averaged parameters and
with k = 10 for the shallow parsing problem.
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Fig. 6. Results for the Pegasos algorithm for different values of parameter k after a fixed number of iterations specified in the legend.
Results on shallow parsing (left) and POS tagging (right).

of the number of updates, the convergence is faster when
the MM loss is used, since it considers structures from k
different training examples in one update. Even if they
converge to the same values, the choice of the algorithm
will depend on whether we want to obtain the maximum
results with a fewer number of updates or with a fewer
number of examples presented to the algorithm. However,
as we will see in further analysis, if we disregard the
number of epochs/updates performed by the algorithm
and consider only the training time, then the stochastic
version will be more suitable since the decoding time
plays an important role in the overall runtime.

6.7. Dependence of parameter k. The influence of
parameter k is shown in Fig. 6 with similar behavior on
the given corpora. The optimal regularization parameter
is found during the cross-validation separately for each
point in the figure, which is defined with k provided on
the x axis and the number of training iterations provided
in legend. With a smaller number of iterations, the results
get better as we increase k for both shallow parsing and
POS tagging. This is expected since we extract more
information from each example and learn based on k-best
structures.

Also when the number of iterations is large, i.e.,
when the algorithm converges to its best result, all
values of parameter k provide similar results with slight
degradation for a very large k, e.g., 25, 50, 100. The
reason is probably that including a lot of structures into
the training procedure over numerous iterations creates
many active features and may lead to overfitting. Thus,
in this scenario, increasing k is not useful and the single
best version is enough to get very good results. However,
achieving better results by increasing k with a smaller
number of iterations shows us where the k-best version

Fig. 7. Training time comparison for different algorithms. For
all algorithms, the results are presented with averaged
parameters. The horizontal axis represents the training
time, and the curves show the F-measure on test corpora
after various time spent on training. All curves represent
the training time for 100 epoch on the shallow parsing
problem and k = 10 is set for the MIRA. (Best seen in
color.)

can be useful. If we want to train sequentially in one pass,
or if we have a model which should be online corrected
when the new example is presented, dealing with k
higher than one should increase results as it includes more
information from the new example.

6.8. Comparison with other algorithms. Finally
we compare the Pegasos algorithm with other popular
sequential structured algorithms briefly described in the
following text.

The Perceptron algorithm for structured
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classification was introduced by Collins (2002). It
always updates the parameter vector on the ‘best’
structure ỹn with a fixed step size. It is the easiest to
implement and fastest algorithm, and it does not have
additional hyperparameters to be tuned. Even though
it is a simple method, it can provide very good results.
Also, other methods which include optimization of the
step size and incorporate a loss function, might further
improve the results. Since Perceptron changes parameters
without a predetermined step size in an online manner,
using averaged parameters is very important, and they
significantly contribute to avoiding very large oscillations
in results.

The passive aggressive (PA) algorithm was
introduced by Crammer et al. (2006). This is an online
algorithm that considers optimization with only one
constraint at a time generated on the ‘best’ structure ỹn.
It also deals with the soft-margin by introducing a slack
variable into the optimization problem. Since only one
constraint is used, the solution can be found in analytical
form.

The sequential dual method (SDM) for structural
SVMs, described in Balamurugan et al. (2011), traverses
through training examples and, at the n-th example,
its working set of constraints is extended by the one
generated for the best structure ỹn. Then sequential
minimal optimization (SMO) (Platt, 1999) is applied to
optimize dual variables associated with structures inside
the working set. The algorithm can also be sped up by
introducing heuristics to control the growth of the working
set as described by the authors. In our experiments we do
not use any additional heuristics.

The k-best margin infused relaxed algorithm
(MIRA) (Crammer et al., 2005) is an online algorithm
which restricts optimization not only to one (as the
PA algorithm does) but to k-best (most violated)
constraints. At each example, after decoding k outputs
with the highest score, the algorithm minimizes the
norm of parameter change while satisfying constraints on
generated outputs. The minimization problem cannot be
solved analytically and an appropriate solver is needed.
We use SMO for this purpose. Note that for k = 1 the
solution can be found analytically, and thus the MIRA in
this case is reduced to the PA algorithm.

We have implemented all algorithms in C++ for
comparison. The experiments are performed on a
computer with an Intel Core i7-3612QM CPU 2.10 GHz
and 8 GB RAM. Figure 7 shows the dependence of
the F-measure through the time spent on training for
previously mentioned algorithms together with different
versions of the Pegasos algorithm. All implemented
algorithms share the same structures and operators when
working with feature and parameter vectors. Thus the
time comparison shown in Fig. 7 can be considered
reliable.

Figure 7 shows the amount of time that is needed
with k = 10 for the AS and MM loss in comparison with
stochastic Pegasos. Also the restricted version is included,
which is one of the slowest since it needs additional
decoding. For other online algorithms, we can see that
after achieving the best results there is a degradation in
the F-measure on test corpora. They all need a few
epochs to converge, so they need not be trained for 100
epochs since it can raise the problem of overfitting. This
is especially evident with the MIRA, because at each
iteration it must satisfy all k new generated constraints
in an online manner, which can notably make changes
from the previous parameters. On the other hand, Pegasos
algorithms need more iterations to achieve the highest
results with averaged parameters, as we have seen before.
Speaking of the highest results, we can see that all
algorithms, except for the Perceptron, obtain very similar
highest F-measures with slight differences among them.
However, they mostly differ in terms of training time, the
F-measure dependence on the number of training epochs
and on the regularization parameter.

We can get the same conclusions from Table 2.
It provides final results for each method on both
datasets with the corresponding parameters selected
via cross-validation. In order to select the stopping
criteria during the cross-validation up to 100 epochs
for shallow parsing (200 epochs for POS tagging), we
selected the best results between {10, 20, 30, 50, 100}
epochs for shallow parsing (including 200 for POS
tagging). Therefore, the combination of the best pair
(regularization, number of epochs) is presented and then
used in a test scenario. If a method has a hyperparameter
k, then it is also cross-validated from the set {2, 5, 10}.
As mentioned before, we can see that different versions of
Pegasos with projection consistently provide lower results
than the corresponding versions without projection, even
though the theoretical analysis provides similar bounds for
both versions. Also, the optimal values of parameter k in
Table 2 are 2 or 5 for all algorithms, which shows that
the problems do not need a lot of additional structures to
achieve the best results with enough training epochs.

From the previous experiments, we can see that
the results are consistent on both the problems. The
dependence of the regularization parameter, parameter
k, whether we use the averaging option, the restricted
version or the projection, shows similar behavior on the
both corpora.

We have presented the results for sequence labeling
problems. However, the method is applicable to
other domains wherever we can define a structured
classification problem and define a prediction violation set
by k-best inference exactly or by some approximation.
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Table 2. Results for different algorithms and their corresponding parameters (regularization parameters, parameter k, number of train-
ing epochs) obtained from 5-fold cross-validation for each dataset. For all algorithms, the results are presented with averaged
parameters, so the avg prefix is omitted in the algorithm name. The parameter Cd denotes the dual regularization parameter,
where in the PA algorithm it means that the dual parameters are upper bound with Cd, while in the MIRA and SDM it means
that the sum of dual parameters is equal to Cd inside one example.

Shallow parsing Pos tagging
Method Reg. k # epoch F-measure Reg. k # epoch Accuracy

Perceptron – – 20 95.798 – – 30 94.829
PassiveAggressive Cd = 1 – 10 96.093 Cd = 10−2 – 100 95.189
MIRA Cd = 10−2 2 30 96.095 Cd = 10−2 5 50 95.214
SDM Cd = 10−1 – 100 96.084 Cd = 10−1 – 200 95.292
Stochastic Peg λ = 2 · 10−3 – 30 96.041 λ = 10−4 – 200 95.065
Stochastic Peg-WP λ = 10−3 – 100 96.082 λ = 2 · 10−3 – 200 95.320
PegMML λ = 2 · 10−3 5 30 96.044 λ = 10−4 2 200 95.068
PegMML-WP λ = 10−3 2 100 96.094 λ = 2 · 10−3 2 200 95.302
PegASL λ = 2 · 10−3 2 30 96.047 λ = 10−4 5 200 95.070
PegASL-WP λ = 10−3 2 50 96.076 λ = 2 · 10−3 5 200 95.317
ResPegASL λ = 2 · 10−3 5 30 96.034 λ = 10−4 2 200 95.066
ResPegASL-WP λ = 10−3 2 50 96.078 λ = 2 · 10−3 5 200 95.298

7. Conclusion

We have presented an iterative primal sub-gradient
method to optimize a structured SVM with the averaged
sum of hinge losses, which can deal with k different
structures at a time inside one example. In the theoretical
analysis, we have shown that the bound of cumulative
prediction losses is at most like the bound for the
stochastic version, while the empirical evaluation suggests
that, with a smaller number of iterations, increasing k
contributes to improving the results.

In contrast to the existent mini-batch version with
the max-margin loss, which can be suitable for parallel
implementation, the advantage of the version with the
average sum loss is extracting more information from
each example. It should be useful, for instance, when
the existing model should be corrected online as a new
example is presented. However, dealing with multiple
structures is not quite useful when we train the model with
many iterations and already include enough structures,
where the stochastic version provides quite satisfying
results with a simpler and faster training. Moreover,
the proposed algorithm can be used in combination
with mini-batch iterations taking advantages from both
approaches, i.e., extracting more information from each
training example, and can also be suitable for parallel
processing of multiple examples.
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