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1. Introduction

Let K and V be nonempty convex sets in the real Eu-
clidean spaceRn, K ⊆ V , and let G : V → Rn be a
mapping. Denote by〈a, b〉 the scalar product of elements
a and b in Rn. The variational inequality problem (VI
for brevity) is the problem of findingx∗ ∈ K such that

〈G(x∗), x− x∗〉 ≥ 0, ∀x ∈ K. (1)

Variational inequalities are known to be a very useful
tool for formulating and investigating various equilibrium
problems arising in mathematical physics, economics, en-
gineering, and operations research (Baiocchi and Capelo,
1984; Facchinei and Pang, 2003; Nagurney, 1999). How-
ever, many problems arising in applications possess a spe-
cial structure of constraints, in which the feasible setK
is a box-constrained set. Such VIs extend the usual com-
plementarity problems and are traditionally considered in
the case whereG satisfiesP type properties (Cottleet
al., 1992; Facchinei and Pang, 2003; Moré and Rhein-
boldt, 1973). These properties yield various existence and
uniqueness results for the problem (1) and suggest effec-
tive solution methods. However, they seem too restrictive
for applications whereP0 conditions are used. For such
problems, various regularization approaches become very
popular, most works in this field being concentrated on
the full Browder-Tikhonov regularization, see, e.g. (Cot-
tle et al., 1992; Facchinei and Kanzow, 1999; Facchinei

and Pang, 2003; Qi, 1999) and references therein. In this
paper, we consider a more general scheme which admits
partial regularization of the initial problem since it ap-
pears to be sufficient for any auxiliary problem to have
a unique solution. More precisely, we employ a minimal
number of regularization terms for each problem under
consideration and establish sufficient conditions for the
convergence of solutions of perturbed problems. Then the
perturbed problems become closer to the initial problem.
However, even the full regularization method does not
guarantee the convergence of the sequence of solutions of
perturbed problems to a solution of the initial problem if
the cost mapping is not monotone (Facchinei and Kanzow,
1999; Facchinei and Pang, 2003, Sec. 12.2). We first con-
sider the case when the feasible set is bounded and after-
wards present some additional conditions which enable us
to apply the method in the unbounded case. We describe
two rather broad classes of perfectly and non-perfectly
competitive economic equilibrium models which are in-
volved in this class of VIs and outline regularization ap-
proaches for these problems.

In what follows, for a vectorx ∈ Rn, x ≥ 0 (resp.,
x > 0) meansxi ≥ 0 (resp. xi > 0) for all i = 1, . . . , n,
and we set

Rn
+ = {x ∈ Rn | x ≥ 0}

and
Rn

> = {x ∈ Rn | x > 0}.
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Also, we denote byK∗ the solution set of the prob-
lem (1). Let L be any subset ofN = {1, . . . , n}. We
denote byAL the n×n diagonal matrix whose diagonal
entries are given by

aii =

{
> 0 if i ∈ L,

= 0 if i 6∈ L.

Then AN is a diagonal positive definite matrix. Next, if
aii = 1 for all i, then AN = In, i.e., it is the identity
matrix in Rn.

2. Technical Preliminaries

In this section, we recall some definitions and give some
properties which will be used in our further deliberations.
We shall consider the VI (1) under the following standing
assumptions:

(A1) G : V → Rn is a continuous mapping, andV is a
nonempty convex subset ofRn.

(A2) K is a box constrained set, that is,

K =
n∏

i=1

Ki ⊆ V,

where Ki = [αi, βi] ⊆ [−∞,+∞] for every i =
1, . . . , n.

Note that K is obviously a nonempty convex and
closed set. If, in addition,βi < +∞ for i ∈ N , then K
is also a bounded set. First, we recall definitions of several
properties of matrices, cf. (Fiedler and Pták, 1962; Ortega
and Rheinboldt, 1970).

Definition 1. An n× n matrix A is said to be

(a) a P -matrix if it has positive principal minors;

(b) a P0-matrix if it has nonnegative principal minors;

(c) a Z-matrix if it has nonpositive off-diagonal entries;

(d) an M -matrix if it has nonpositive off-diagonal en-
tries and its inverseA−1 exists and has nonnegative
entries;

(e) an M0-matrixif it is both a P0- and aZ-matrix.

It is well known that A is M if and only if A ∈
P ∩ Z (Fiedler and Pták, 1962; Ortega and Rheinboldt,
1970). Hence, eachM -matrix is a P -matrix, but the re-
verse assertion is not true in general.

The following proposition gives a criterion for a ma-
trix A to be anM - or an M0-matrix.

Proposition 1. (Fiedler and Pták, 1962)Suppose that a
matrix A is a Z-matrix. If there exists a vectorx > 0
such thatAx > 0 (resp.Ax ≥ 0), then A is an M -
matrix (resp. anM0-matrix).

Now we recall extensions of these properties for
mappings which were introduced in (Konnov, 2000; Moré
and Rheinboldt, 1973).

Definition 2. Let U be a convex subset ofRn. A map-
ping F : U → Rn is said to be

(a) a P -mapping, if max
1≤i≤n

(xi−yi)(Fi(x)−Fi(y)) > 0

for all x, y ∈ U, x 6= y;

(b) a strict P-mapping, if there existsγ > 0 such that
F − γIn is a P -mapping;

(c) a uniform P -mapping, if there existsτ > 0 such
that

max
1≤i≤n

(xi − yi)(Fi(x)− Fi(y)) ≥ τ‖x− y‖2

for all x, y ∈ U ;

(d) a P0-mapping, if for all x, y ∈ U , x 6= y, there
exists an indexi such that xi 6= yi and (xi −
yi)(Fi(x)− Fi(y)) ≥ 0.

In fact, if F is affine, that is,F (x) = Ax + b, then
F is a P -mapping (P0-mapping) if and only if its Jaco-
bian ∇F (x) = A is a P -matrix (P0-matrix). In the gen-
eral nonlinear case, if the Jacobian∇F (x) is a P -matrix,
then F is a P -mapping, but the reverse assertion is not
true in general. At the same time,F is a P0-mapping if
and only if its Jacobian∇F (x) is a P0-matrix. Next, if
F is a strict P -mapping, then its Jacobian is aP -matrix
(Facchinei and Kanzow, 1999; Konnov, 2000; Moré and
Rheinboldt, 1973).

We recall an additional relationship betweenP0 and
strict P -mappings.

Lemma 1. (Konnov and Volotskaya, 2002, Lem. 3.6)If
F : U → Rn is a P0-mapping andε > 0, then F + εIn

is a strict P -mapping.

Note that each uniformP -mapping is a strictP -
mapping, but the reverse assertion is not true in gen-
eral. Thus, although most existence and uniqueness re-
sults for VIs were established for uniformP -mappings
(e.g., see Moré and Rheinboldt, 1973; Ortega and Rhein-
boldt, 1970), this concept is not convenient for various
Tikhonov regularization procedures which involve map-
pings of the formF + εIn (Facchinei and Kanzow, 1999;
Facchinei and Pang, 2003). At the same time, such map-
pings are strictP if F is P0 because of Lemma 1, and
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this fact can serve as a motivation for developing the the-
ory of VIs with strict P -mappings. Also, this concept is
very useful in the investigation of VIs arising from eco-
nomic applications. Moreover, it appears to be sufficient
for obtaining existence and uniqueness results.

Proposition 2. (Facchinei and Kanzow, 1999, Thm. 3.5;
Konnov, 2000, Prop. 3)Let (A1) and (A2) hold, and let
G be a strict P -mapping. Then the VI (1) has a unique
solution.

We can even somewhat strengthen this result for
bounded sets.

Proposition 3. (Konnov and Volotskaya, 2002, Cor. 4.3)
Let (A1) and (A2) hold. IfG is a P -mapping andK is a
bounded box-constrained set, then the VI (1) has a unique
solution.

In the unbounded case we can also replace the strict
P property by a coercivity condition. We can consider a
somewhat extended version of this condition.

(A3) Suppose that there exist sets̃D ⊆ D ⊆ Rn such
that, for each pointy ∈ K\D , there exists a pointx ∈
D̃
⋂

K such that

max
i=1,...,n

Gi(y)(yi − xi) > 0. (2)

From the definition we obtain immediately the fol-
lowing characterization of the solution set:

Lemma 2. If (A1)–(A3) are satisfied andK∗ 6= ∅, then
K∗ ⊆ K

⋂
D.

Moreover, it follows that it is possible to describe
changes in the solution set after some reductions of the
feasible set.

Proposition 4. Suppose that (A1)–(A3) are satisfied with
D = K∗, K̃∗ being the solution set of the VI of the

form (1), whereK is replaced by a set̃K =
n∏

i=1

K̃i, K̃i

is a nonempty convex closed set for eachi = 1, . . . , n. If
D̃
⋂

K ⊆ K̃ ⊆ K, then K̃∗ = K̃
⋂

K∗.

Proof. Clearly, K̃
⋂

K∗ ⊆ K̃∗. Suppose that there is a
point y ∈ K̃∗\K∗. Then y ∈ K̃\D. Applying (A3),
we see that there exists a pointx ∈ D̃

⋂
K ⊆ K̃ such

that (2) holds, i.e.,y 6∈ K̃∗, so we get a contradiction, and
the result follows.

If the setD in (A3) is bounded, we obtain a modifi-
cation of the other known coercivity conditions (Facchinei
and Pang, 2003, Vol. 1, pp. 227–293).

Proposition 5. Suppose that (A1)–(A3) are satisfied, and
D in (A3) is bounded. Then

(i) the VI (1) is solvable, andK∗ ⊆ K
⋂

D;

(ii) if, additionally, G is a P -mapping,K∗ is a single-
ton.

Proof. Since D is bounded, choose a closed Euclidean
ball B with the center at 0 such thatintB ⊇ D. Then
the VI of the form (1) with the feasible setB

⋂
K will be

solvable (see, e.g., Facchinei and Pang, 2003, Cor. 2.2.5).
Moreover, all these solutions will belong tointB. It fol-
lows now from (Facchinei and Pang, 2003, Prop. 2.2.8)
that the VI (1) is also solvable. The second part of (i)
follows from Lemma 2, whereas (ii) follows from the def-
inition of the P -property.

The properties above appear to be very useful for reg-
ularization methods.

3. Regularization Approach

We shall approximate the VI (1) with the following prob-
lem: Find xε ∈ K such that

〈G(xε) + εALxε, x− xε〉 ≥ 0, ∀x ∈ K, (3)

where ε > 0 is a parameter, andL is a nonempty subset
of N .

We first consider the convergence of the sequence
{xε} in the bounded case.

Theorem 1. Suppose that (A1) and (A2) are fulfilled.
Let the problem (3) have a unique solutionxε, and let
[αi, βi] ⊂ (−∞,+∞) for every i ∈ N . Then the se-
quence{xεk}, where {εk} ↘ 0, has some limit points,
and all these points are contained in the solution set of the
VI (1).

Proof. Since the sequence{xε} is contained in the
bounded setK, it has some limit points. Ifx∗ is an arbi-
trary limit point of {xε}, then taking the limit in (3) gives

〈G(x∗), x− x∗〉 ≥ 0, ∀x ∈ K,

i.e., x∗ solves the VI (1).

We now give additional examples of sufficient condi-
tions for the nonemptiness of the solution set of the auxil-
iary VI (3).

Proposition 6. Let (A1) and (A2) hold,G be a P0-
mapping, andL = {1, . . . , n}. Then the problem (3) has
a unique solution.
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Proof. Due to Lemma 1 it means thatG + εIn is a strict
P -mapping. By Proposition 2 it follows that the prob-
lem (3) has a unique solution.

For an index setL, we shall write xL = (xi)i∈L

and QL(x) = ∇xL
G(xL). HenceQN (x) = ∇G(x).

Proposition 7. Let (A1) and (A2) hold,G be a P0-
mapping, and[αi, βi] ⊂ (−∞,+∞) for i ∈ N . Sup-
pose that, for everyx ∈ K, ∇G(x) is a Z-matrix and
there is aJ ⊆ N such thatQJ(x) is a P -matrix. If we
set L = N\J , then VI (3) has a unique solution.

Proof. Without loss of generality we can suppose that
J = {1, . . . , k}. HenceL = {k + 1, . . . , n}. Then

∇G(x) =

(
QJ(x) B

′

k

B
′′

k Ck

)
,

where B
′

k is a rectangular matrix which hask rows and
n − k columns, B

′′

k is a rectangular matrix which has
n−k rows andk columns, andCk is an (n−k)×(n−k)
matrix. Since∇G(x) is a Z-matrix and by assumption,
QJ(x) is an M -matrix. Let us consider the mapping̃G :
V → Rn, whose components are defined by

G̃i(x) =

{
Gi(x) if 1 ≤ i ≤ k,

Gi(x) + εaiixi if k < i ≤ n,

with ε > 0. Clearly, its Jacobian

∇G̃(x) =

(
QJ(x) B

′

k

B
′′

k Ck

)
+ εAL

is an M -matrix (Fiedler and Pták, 1962). By definition,
G̃ is a P -mapping. Due to Proposition 3, it follows that
the problem: Findx∗ ∈ K such that

〈G̃(x∗), x− x∗〉 ≥ 0, ∀x ∈ K,

has a unique solution. However, this problem is clearly
equivalent to the VI (3) and the result follows.

Let us now turn to the case whenK is an arbitrary
set satisfying (A2), i.e., it may be unbounded. It is known
(see Facchinei and Kanzow, 1999, Ex. 4.6) that even full
regularization applied to a VI with aP0 cost mapping
does not guarantee the convergence of the sequence{xε}
to a solution. In (Facchinei and Kanzow, 1999), such
convergence is proved for complementarity problems with
bounded solution sets. We now consider another approach
which is based on introducing an auxiliary bounded VI.
Namely, let us define the set

K̃ =
n∏

i=1

K̃i, K̃i = [α̃i, β̃i] ⊂ (−∞,+∞), (4)

where α̃i < β̃i,

α̃i = αi if αi > −∞ and

β̃i = βi if βi < +∞ for i = 1, . . . , n. (5)

From the definition it follows thatK̃ ⊆ K and thatK̃
is bounded. Then we can consider the reduced VI: Find
x̃ ∈ K̃ such that

〈G(x̃), x− x̃〉 ≥ 0, ∀x ∈ K̃, (6)

and the corresponding regularized VI: Findzε ∈ K̃ such
that

〈G(zε) + εALzε, x− zε〉 ≥ 0, ∀x ∈ K̃. (7)

Due to Theorem 1, all the limit points of the sequence
{zε} will belong to the solution set̃K∗ of the VI (6) un-
der the corresponding assumptions. However, the strict
inclusion K∗⋂ K̃ ⊂ K̃∗ may prevent convergence to a
solution of the initial problem. We now give two suffi-
cient conditions, which are based on (A3), for such con-
vergence.

Theorem 2. Suppose that (A1)–(A3) are satisfied, where
D = K∗ and D̃ ⊆ K∗⋂ K̃ is such thatD̃ is nonempty.
If the problem (7) has a unique solutionzε , then the se-
quence{zεk}, where {εk} ↘ 0, has some limit points
and all these points are contained in the solution set of
the VI (1).

Proof. Applying Theorem 1 to the VI (6), we see that
{zεk} has some limit points and all these points belong to
K̃∗. Since all the assumptions of Proposition 4 hold, we
obtain K̃∗ = K∗⋂ K̃ and the result follows.

Observe that the solution setK∗ need not be
bounded in the above theorem. However, we can adjust
(A3) to such a condition.

Theorem 3. Suppose that (A1)–(A3) are satisfied, where
D̃ = D and D is bounded. LetK̃ be chosen so that

∀d ∈ D
⋂

K, di


≥ α̃i if αi > −∞,

> α̃i if αi = −∞,

≤ β̃i if βi < +∞,

< β̃i if βi = +∞,

for i = 1, . . . , n.

If the problem (7) has a unique solutionzε , then the se-
quence{zεk}, where {εk} ↘ 0, has some limit points
and all these points are contained in the solution set of
the VI (1).
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Proof. Again, applying Theorem 1 to VI (6), we see that
{zεk} has some limit points and all these points belong
to K̃∗. By Lemma 2,K∗ ⊆ K

⋂
D ⊆ K̃, and hence

K∗ ⊆ K̃∗. Suppose that there exists a pointx̃ ∈ K̃∗\K∗.
Since K

⋂
D ⊆ K̃, we have x̃ ∈ K

⋂
D. Moreover,

there is a pointy ∈ K\K̃ and an indexi such that

Gi(x̃)(yi − x̃i) < 0.

It follows that eitheryi < α̃i < x̃i with αi = −∞ or
yi > β̃i > x̃i with βi = +∞ since x̃ ∈ D

⋂
K. Then

there exists a numberλ ∈ (0, 1) such thatλyi + (1 −
λ)x̃i ∈ K̃i, and hence

Gi(x̃)[λyi + (1− λ)x̃i − x̃i] ≥ 0,

i.e.,
λGi(x̃)(yi − x̃i) ≥ 0,

so we get a contradiction. Therefore,K∗ = K̃∗ , and the
result follows.

Thus, replacing the unbounded VI (1) with a suitably
bounded VI (6), which has the same solution set, we can
obtain convergence for partial regularization methods.

4. Application to the Walrasian Equilibrium
Model

In this section, we apply the results above to a class of gen-
eral economic equilibrium problems. We now consider
a market structure with perfect competition. The model
deals with n commodities. Then, given a price vector
p ∈ Rn

+, we can define the valueE(p) of the excess de-
mand mappingE : Rn

+ → Rn, which is supposed to be
single valued. Traditionally (see, e.g., Nikaïdo, 1968), a
vector p∗ ∈ Rn is said to be an equilibrium price vector
if it solves the following complementarity problem:

p∗ ≥ 0, E(p∗) ≤ 0, 〈p∗, E(p∗)〉 = 0,

or, equivalently, the following VI: Findp∗ ≥ 0 such that

〈−E(p∗), p− p∗〉 ≥ 0, ∀p ≥ 0. (8)

We denote byE∗ the solution set of this problem
and determine our model from this standard one. First,
unlike the classical Walrasian models, we suppose that
each price of a commodity which is involved in the market
structure has a lower positive bound and may, in principle,
have an upper bound. It follows that the feasible prices are
assumed to be contained in the box-constrained set

K =
n∏

i=1

Ki,

Ki =
{
t ∈ R | 0 < τ

′

i ≤ t ≤ τ
′′

i ≤ +∞,

i = 1, . . . , n
}
. (9)

Next, as usual, the excess demand mapping is represented
as follows: E(p) = B(p) − S(p), where B and S are
the demand and supply mappings, respectively. Clearly,
both of these mappings are also single-valued.

Then the problem of finding anequilibrium pricecan
be formulated as the box-constrained VI: Findp∗ ∈ K
such that

〈G(p∗), p− p∗〉 ≥ 0, ∀p ∈ K, (10)

where G = −E. We denote byK∗ the solution set of
this problem and recall definitions of some known proper-
ties of demand mappings (see, e.g. Nikaïdo, 1968).

Definition 3. A mappingQ : V → Rn is said to

(a) satisfy the gross substitutability property, if
∂Qj/∂pi ≥ 0, j 6= i;

(b) be positive homogeneous of the degreem, if
Q(αx) = αmQ(x) for every α ≥ 0.

We first consider the following set of assumptions,
which are rather usual (e.g., see Nikaïdo, 1968).

(B1) The excess demand mappingE : Rn
> → Rn is

continuously differentiable onV = Rn
>, positive homo-

geneous of the degree 0, and possesses the gross substi-
tutability property.

From the gross substitutability ofE it follows that

∂Gi(p)
∂pj

≤ 0, i 6= j.

Hence∇G(p) is a Z-matrix. Next, sinceGi(p) is ho-
mogeneous of the degree 0(zero), it follows from the Euler
theorem (see, e.g., Nikaïdo, 1968, Lem. 18.4) that

n∑
j=1

∂Gi(p)
∂pj

pj = 0 for all i = 1, . . . , n. (11)

Applying now Proposition 1, we conclude that∇G(p) is
an M0-matrix, and henceG is also aP0-mapping and
we thus have obtained the following assertions:

Lemma 3. If (B1) holds, thenG is a P0-mapping and
∇G(p) is an M0-matrix for eachp ∈ Rn

>.

On account of (11), the mappingG cannot be aP -
mapping. Following the approach of Section 3, we ap-
proximate the VI (10) with the perturbed VI: Findpε ∈ K
such that

〈G(pε) + εALpε, p− pε〉 ≥ 0, ∀p ∈ K, (12)

whereε > 0 is a small parameter,L is a subset ofN .
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If τ
′′

i < +∞ for all i = 1, . . . , n and L = N , then,
on account of Lemma 3 and Proposition 6, each perturbed
VI (12) has a unique solution. Moreover, by Theorem 1,
{pε} then has some limit points and all these points solve
the VI (9), (10).

However, Lemma 3 and Proposition 7 show that the
partial regularization approach is also applicable to the
initial problem.

Theorem 4. Suppose thatτ
′′

i < +∞ for each i =
1, . . . , n and that (B1) holds and that there exists an index
set J ⊆ N such that, for eachp ∈ K,∑

j∈N\J

∂Gi(p)
∂pj

< 0 for i ∈ J. (13)

Then the problem (12) withL = N\J has a unique solu-
tion pε, so that the sequence{pεk} with {εk} ↘ 0 has
some limit points and all these points solve the VI (9), (10).

Proof. Due to Proposition 1, combining (11) and (13), we
conclude thatQJ(p) is an M -matrix. The result follows
now from Proposition 7 and Theorem 1.

The simplest case corresponds to the singleton, i.e.,
when J = N\{j}. This means that thej-th column of
the Jacobian∇G(p) contains only negative entries with
the exception of the diagonal entry. ThenL = {j} , and
we can employ the minimal regularization terms.

Under some additional assumptions, the regulariza-
tion approach can be applied to unbounded equilibrium
problems. We introduce the following set of additional
assumptions:

(B1′) (a) For eachi = 1, . . . , n, the functionEi : Rn
> →

R is bounded from below;

(b) if {pk} → p ∈ Rn
+\Rn

>, then there exists an indexi
such that lim

k→∞
Ei(pk) = +∞;

(c) (Walras law) for eachp ∈ Rn
>, we have

〈p, E(p)〉 = 0.

These assumptions are also rather standard. Never-
theless, they enable us to obtain existence results and the
revealed preference property for solutions of the VI (8).

Proposition 8. (see, e.g., Nikaïdo, 1968, Sections 18.2
and 18.3) If (B1) and (B1′) are satisfied, then the VI (8) is
solvable. Moreover,

〈p∗, E(p)〉 > 0,

wherep∗ is a solution to the VI (8) andp is an arbitrary
point in Rn

>\E∗.

We now consider the reduced VI: Find̃p ∈ K̃ such
that

〈G(p̃), p− p̃〉 ≥ 0, ∀p ∈ K̃, (14)

where

K̃ =
n∏

i=1

K̃i, K̃i = [τ
′

i , τ̃i] ⊂ (0,+∞) (15)

with τ
′

i < τ̃i and τ̃i = τ
′′

i if τ
′′

i < +∞ for i =
1, . . . , n.

Clearly, the VI (14), (15) is an analogue of VI (4)–
(6). Similarly, we can define the regularized VI (7) where
K̃ is defined in (15).

Theorem 5. Suppose that (B1) and (B1′) are satisfied
and that there exists an index setJ ⊆ N such that, for
each p ∈ K̃, (13) holds. Then the problem (7), (15) with
L = N\J has a unique solutionzε, so that the sequence
{zεk} with {εk} ↘ 0 has some limit points, and all these
points are solutions to the VI (9), (10).

Proof. Using an argument similar to that in the proof of
Theorem 4, we see that{zεk} has some limit points and
all these points are solutions to the VI (14), (15). Denote
by K̃∗ the solution set of this VI. SinceE is positive
homogeneous of the degree 0,E∗ is a nonempty convex
cone due to Proposition 8. Moreover,E∗⋂ K̃ 6= ∅ and
the condition (A3) is satisfied for the VI (8), whereD =
E∗. Hence, it is satisfied for the VI (9), (10) withD =
E∗ and D̃ = K∗ and for the VI (14), (15) withD = E∗

and D̃ = K̃∗. It follows now from Proposition 4 that
K∗ = E∗⋂K and K̃∗ = E∗⋂ K̃ = K∗⋂ K̃. The
proof is complete.

The gross substitutability of demand is also one of
the most popular conditions on market structures; see,
e.g., (Nikaïdo, 1968) and the references therein. This
means that all the commodities in the market aresubsti-
tutablefor consumers in the sense that if the price of the
i-th commodity increases, then the demand of other com-
modities does not decrease. Next, the positive homogene-
ity of the degree 0 of demand is also rather a standard
condition. It follows usually from the insatiability of con-
sumers (Manne, 1985; Nikaïdo, 1968). However, we need
some other assumptions about supply. We will consider
the case where each producer supplies a single commod-
ity. It is possible to consider a more general market struc-
ture where there exist consumers with a single commodity
demand mapping. Then eachSi may be interpreted as
a partial excess supply mapping for thei-th commodity
(see Konnov and Volotskaya, 2002). Under these assump-
tions, there is no loss of generality in supposing that the
i-th producer supplies only thei-th commodity. Then the
second set of assumptions can be formulated as follows:
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(B2) The demand mappingB : Rn
> → Rn is continu-

ously differentiable, positive homogeneous of the degree
0, and possesses the gross substitutability property. The
supply mappingsSi : R> → R+, i = 1, . . . , n, are
monotone and continuously differentiable.

Then following the proof of Lemma 3, we see that
B maintains the properties ofE, and hence the assertion
of Lemma 3 remains true.

Lemma 4. If (B2) holds, then−∇B(p) and ∇G(p) are
M0-matrices for eachp ∈ Rn

>.

It follows that we can apply the same partial regular-
ization approach and that Theorem 4 also remains true.

Corollary 1. Suppose thatτ
′′

i < +∞ for i = 1, . . . , n
and that (B2) holds and that there exists an index setJ ⊆
N such that, for eachp ∈ K,∑

j∈N\J

∂Bi(p)
∂pj

> 0 for i ∈ J.

Then the problem (12) withL = N\J has a unique so-
lution pε, so that the sequence{pεk} with {εk} ↘ 0
has some limit points and all these points solve the VI (9),
(10).

The assumptions above can be slightly weakened un-
der additional assumptions aboutS.

Theorem 6. Suppose thatτ
′′

i < +∞ for i = 1, . . . , n

and that (B2) holds, there exists an index setJ
′ ⊆ N

such that, for eachp ∈ K,∑
j∈N\J′

∂Bi(p)
∂pj

> 0 for i ∈ J ′, (16)

and that there exists an index setJ
′′ ⊆ N such that

S
′

i(pi) > 0 for pi ∈ [τ
′

i , τ
′′

i ], i ∈ J
′′
. Then the prob-

lem (12) withL = N\J , J = J
′ ⋃

J
′′

has a unique so-
lution pε, so that the sequence{pεk} with {εk} ↘ 0 has
some limit points and all these points solve the VI (9), (10).

Proof. By Lemma 4,−∇B(p) is an M0-matrix for each
p ∈ Rn

>. With no loss of generality, we suppose thatJ =
{1, . . . , k}. Then

n∑
j=1

∂Bi(p)
∂pj

pj = 0 for i = 1, . . . , k.

Hence

k∑
j=1

∂Gi(p)
∂pj

pj > 0 for i = 1, . . . , k.

Due to Proposition 1, we conclude thatQJ(p) is an M -
matrix and the result follows now from Proposition 7 and
Theorem 1.

Based on Theorem 3, we can also apply the regular-
ization method in the unbounded case.

Theorem 7. Suppose that (B2) is satisfied, there exists a
bounded setW ⊆ K such that, for eachp ∈ K\W , we
have

max
i=1,...,n

[
Si(pi)−Bi(p)

]
(pi − τ

′

i ) > 0. (17)

Suppose thatK̃ in (15) is chosen so that∀i = 1, . . . , n,
∀w ∈ W , wi < τ̃i if τ

′′

i = +∞ , and there exists an
index setJ

′ ⊆ N such that, for eachp ∈ K̃, (16) holds.
Moreover, there exists an index setJ

′′ ⊆ N such that
S

′

i(pi) > 0 for pi ∈ [τ
′

i , τ̃i], i ∈ J
′′
. Then the prob-

lem (7), (15) withL = N\J , J = J
′ ⋃

J
′′

has a unique
solution zε , so that the sequence{zεk} with {εk} ↘ 0
has some limit points, and all these points are solutions to
the VI (9), (10).

Proof. Following an argument similar to that in Theorem
6, we see that the VI (7), (15) has a unique solution, and
that the sequence{zεk} has some limit points, and all
these points solve the VI (14), (15). Following the proof
of Theorem 3, we obtaiñK∗ = K∗, i.e., the assertion is
true.

Condition (17) seems rather natural. It means that
for each price vectorp with sufficiently large compo-
nents there exists at least one commodity among the corre-
sponding indices such that its supply exceeds its demand.
Note that Theorem 7 also states the existence result of the
source equilibrium problem.

5. Application to the Oligopolistic
Equilibrium Model

In this section, we consider an oligopolistic market struc-
ture in whichn firms supply a homogeneous product. Let
p(σ) denote the inverse demand function, that is, the price
at which consumers will purchase a quantityσ. If each
i-th firm suppliesqi units of the product, then the total
supply in the market is defined by

σq =
n∑

i=1

qi.

If we denote byfi(qi) the i-th firm’s total cost of supply-
ing qi units of the product, then thei-th firm’s profit is
defined by

ϕi(q) = qip(σq)− fi(qi). (18)
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As usual, each output level is nonnegative, i.e.,qi ≥ 0 for
i = 1, . . . , n. In addition to that, we suppose that it can be
in principle bounded from above, i.e., there exist numbers
βi ∈ (0,+∞] such thatqi ≤ βi for i = 1, . . . , n. In
order to define a solution in this market structure, we use
the Nash-Cournot equilibrium concept for noncooperative
games (Okuguchi and Szidarovszky, 1990).

Definition 4. A feasible vector of output levelsq∗ =
(q∗1 , q∗2 , . . . , q∗n) for firms 1, . . . , n is said to constitute
a Nash-Cournot equilibriumsolution for the oligopolistic
market, provided thatq∗i maximizes the profit function
ϕi of the i-th firm over [0, βi] given that the other firms
produce quantitiesq∗j , j 6= i, for eachj = 1, . . . , n.

That is, for q∗ = (q∗1 , q∗2 , . . . , q∗n) to be a Nash-
Cournot equilibrium,q∗i must be an optimal solution to
the problem

max
0≤qi≤βi

→ {qip(qi + σ∗i )− fi(qi)}, (19)

where σ∗i =
n∑

j=1,j 6=i

q∗j for each i = 1, . . . , n. This

problem can be transformed into an equivalent VI of the
form (1) if each profit functionϕi in (18) is concave in
qi. This assumption conforms to the usually accepted eco-
nomic behavior, and implies that (19) is a concave maxi-
mization problem. More precisely, throughout this section
we suppose thatthe price functionp(σ) is nonincreasing
and twice continuously differentiable and that the indus-
try revenue functionµ(σ) = σp(σ) is concave forσ ≥ 0,
fi(qi) is convex and twice continuously differentiable for
i = 1, . . . , n. These assumptions imply concavity inqi

of each profit functionqip(σq) − fi(qi). Next, we set
V = Rn

+,

K =
n∏

i=1

Ki,Ki = {t ∈ R | 0 ≤ t ≤ βi ≤ +∞},

i = 1, . . . , n. (20)

Under the assumptions above, we can define the single-
valued mappingsG : Rn

+ → Rn and F : Rn
+ →

Rn with componentsGi(q) = −p(σq) − qip
′(σq) and

Fi(qi) = f
′

i (qi), respectively. Then (see, e.g., Okuguchi
and Szidarovszky, 1990), the problem of finding the Nash-
Cournot equilibrium in the oligopolistic market can be
rewritten as the following VI: Findq∗ ∈ K such that

〈G(q∗) + F (q∗), q − q∗〉 ≥ 0, ∀q ∈ K. (21)

This problem is nothing but a VI of the form (1). We
denote byK∗ the solution set of the problem (21), (20).

Lemma 5. There holdsdet QL(q) = [−(k + 1)p′(σq)−

(
k∑

i=1

qi)p′′(σq)](−p′(σq))k−1 for L = {1, . . . , k}.

Proof. For brevity, we setαi = −p′(σq)− qip
′′(σq) and

β = −p′(σq). Thus

detQL(q) =

∣∣∣∣∣∣∣∣∣∣
β + α1 α1 α1 . . . α1

α2 β + α2 α2 . . . α2

...
...

...
...

...

αk αk αk . . . β + αk

∣∣∣∣∣∣∣∣∣∣
for L = {1, . . . , k}.

Adding all the rows to the first one and subtracting
the first column from the others yields

detQL(q) =

∣∣∣∣∣∣∣∣∣∣∣∣

β +
k∑

i=1

αi 0 0 . . . 0

α2 β 0 . . . 0
...

...
...

...
...

αk 0 0 . . . β

∣∣∣∣∣∣∣∣∣∣∣∣
x

= βk−1(β +
k∑

i=1

αi) for L = {1, . . . , k}.

Hence

det QL(q) =
[
− (k + 1)p′(σq)−

( k∑
i=1

qi

)
p′′(σq)

]
× (−p′(σq))k−1 for L = {1, . . . , k}.

Proposition 9. ∇G(q) is a P0-matrix for everyq ∈ V .

Proof. By assumption, p
′
(σ) ≤ 0. Fix q ∈ K.

If p
′′
(σq) ≤ 0, then from Lemma 5 it follows that

detQL(q) ≥ 0. Otherwise, if p
′′
(σq) ≥ 0, we

see thatdet QL(q) = (−p
′
(σq))k−1[−(k − 1)p′(σq) −

µ
′′
(σq) + (

n∑
i=k+1

qi)p′′(σq)]. Since µ
′′
(σq) ≤ 0, we ob-

tain detQL(q) ≥ 0 and the result follows.

Thus, the problem of finding theNash-Cournot equi-
librium can be approximated with the regularized VI:
Find q∗ ∈ K such that

〈G(qε) + F (qε) + εALqε, q− qε〉 ≥ 0, ∀q ∈ K, (22)

whereε > 0 is a parameter.

Theorem 8. Suppose thatβi < +∞ for i = 1, . . . , n
and that there exists an index setJ ⊆ N such that
f

′′

i (qi) > 0 for qi ∈ [0, βi] and i ∈ J . Then the problem
(22) with L = N\J has a unique solutionqε, so that the
sequence{qεk} with {εk} ↘ 0 has some limit points
and all these points solve the VI (21), (20).
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Proof. By Proposition 9, G is a P0-mapping. Since
∇F (q) + εAL is now a diagonal positive definite matrix,
G + F + εAL is a P -mapping and the VI (22) has a
unique solution on account of Proposition 3. The result
now follows from Theorem 1.

By utilizing the additional coercivity condition (Kol-
stad and Mathiesen, 1987, Def. 4), we can apply the same
regularization approach to the VI (21) with the unbounded
feasible setK defined in (20).

Definition 5. An industry output is said to bebounded
if there exists a compact subsetP of Rn

+ such that for
q̃ ∈ Rn

+\P we have

Gi(q̃) + Fi(q̃) = f
′

i (q̃i)− p(σq̃)− q̃ip
′
(σq̃) > 0,

i = 1, . . . , n. (23)

Without loss of generality we suppose that0 ∈ P .
Let us now consider the reduced VI: Find̃p ∈ K̃ such
that

〈G(p̃) + F (p̃), p− p̃〉 ≥ 0, ∀p ∈ K̃, (24)

where

K̃ =
n∏

i=1

[0, β̃i], 0 < β̃i < +∞ and β̃i = βi

if βi < +∞ (25)

for i = 1, . . . , n. We denote byK̃∗ the solution set of the
VI (24), (25). Similarly, we consider the corresponding
regularized problem: Findzε ∈ K̃ such that

〈G(zε) + F (zε) + εALzε, p− zε〉 ≥ 0, ∀p ∈ K̃.
(26)

Now we can establish the convergence result for the
regularization method based on the VI (26), (25).

Theorem 9. Suppose that an industry output is bounded
so that ∀i = 1, . . . , n, ∀p ∈ K

⋂
P , pi < β̃i if

βi = +∞, and that there exists an index setJ ⊆ N such
that f

′′

i (qi) > 0 for qi ∈ [0, β̃i] and i ∈ J . Then the
problem (25), (26) withL = N\J has a unique solution
zε, so that the sequence{zεk} with {εk} ↘ 0 has some
limit points and all these points solve the VI (21), (20).

Proof. Again, similarly to the proof of Theorem 8, we
conclude that the VI (25), (26) has a unique solution and
that {zεk} has some limit points so that all these points
solve the VI (24), (25). Since the industry output is
bounded, (23) implies (A3) withD = P and D̃ = {0}.
Applying now an argument similar to that in the proof of
Theorem 3, we obtainK∗ = K̃∗, and hence the assertion
is true.

Observe that Theorem 9 also establishes an existence
result for the VI (21), (20).

6. Concluding Remarks

In this paper, we have considered partial Browder-
Tikhonov type regularization techniques for variational
inequality problems with aP0 cost mapping and a box-
constrained feasible set. We have presented perfectly and
nonperfectly competitive economic equilibrium models
which are involved in this class of VIs and specialize reg-
ularization methods for these problems.

The generalP0 properties are not sufficient for pro-
viding rapid convergence of iterative solution methods. If
the cost mapping does not possess strengthenedP -type
properties, it is possible to apply the regularization ap-
proach to these problems and obtain such properties for
perturbed VIs. Therefore, one can solve various economic
equilibrium problems with the help of the usual iterative
methods.
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