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REGIONAL DETECTION AND RECONSTRUCTION OF

UNKNOWN INTERNAL OR BOUNDARY SOURCES

Larbi AFIFI∗, Abdelhaq EL JAI∗∗

Malika MERRY∗

The purpose of this paper is to study the problem of regional detection, to
characterize internal or boundary regionally detectable sources and regionally
spy sensors, and to establish a relationship between these sensors and regionally
strategic sensors. It is shown how to reconstruct a regionally detectable internal
or a boundary source from a given output, with an extension to the case when
the output is affected by an observation error. Numerical results are given in
the case of a diffusion system.
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1. Introduction

This work concerns the regional analysis of distributed-parameter systems introduced
and developed for continuous (El Jai et al., 1993; 1995) or discrete (Afifi, 1994) sys-
tems, with special emphasis on controllability and observability. It constitutes an ex-
tension of previous works on detection and reconstruction of unknown internal sources
(Afifi and El Jai, 1994; Afifi et al., 2000).

Other works in this area were devoted to the study of inverse or identification
problems (Isakov, 1998; Rafajłowicz, 1984a; 1984b). The problem considered here is
different, and the approach developed seems general enough to be extented to other
types of problems.

We study the existence of an output operator (sensors) ensuring a unique regional
detection and reconstruction of any internal or boundary disturbance in the system,
even if the observation is not exact. The regional aspect is motivated by the fact
that we may be interested in the detection and reconstruction of a source only in a
subregion ω of the geometrical support Ω of the considered system and, as it will be
shown, by the fact that a source can be regionally detectable without being detectable
in the whole domain Ω. Even if we have a possibility of detection on all Ω, it is easier
to detect a source in a subregion ω than to do so in the whole domain Ω.
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First, we characterize regionally detectable sources and regional spy sensors en-
suring a regional detection. Then we show how to reconstruct a regionally detectable
source in the cases where the output is exact or affected by an unknown error, with
extension of the approach to boundary sources which have not been considered in
previous works. Applications and numerical results are also given.

The work is organized as follows: In Section 2, we recall notions of sources, define
regional detection and regionally spy sensors, and characterize regionally detectable
sources. In Section 3, concerning internal sources, we characterize ω-spy sensors (re-
gionally spies with respect to the subregion ω ⊂ Ω ) and we show how to reconstruct
an unknown ω-detectable source in ω from the output in the cases where the obser-
vation is exact or affected by an error. In the latter case, we study the reconstruction
error with respect to the observation one. Then we demonstrate an application to
a diffusion system, as well as examples and numerical results. Finally, in Section 4,
we extend the approaches and characterizations developed for internal sources to the
case of boundary sources. We also give examples and numerical results.

2. Sources and Regional Detection

In this section, we recall the notions of sources (Afifi, 1994; Afifi and El Jai, 1994)
and define the regional detection as well as sensors ensuring it. We consider a system
(S) with a geometrical support Ω. We suppose that (S) is disturbed by an unknown
source denoted by s, the corresponding state being x(s) ∈ L2(0, T ;V ), where Ω is
an open and bounded subset of

� n with a sufficiently regular boundary Γ. Here V
is a Hilbert space such that V ⊂ L2(Ω) ⊂ V ′ with continuous injection, and V ′
constitutes the dual space of V .

2.1. Sources

The definition of a source disturbing (S) is as follows:

Definition 1. A source s is a triplet (Σ, g, J), with

1. Σ(·) : t ∈ J → Σ(t) ⊂ Ω̄ (Ω̄ = Ω ∪ Γ) defining the geometrical support of the
source at time t,

2. g(·, ·) : ξ ∈ Σ(t) → g(t, ξ) ∈ W (W is a Hilbert space) defining the intensity of
the excitation at ξ at time t, and

3. J = {t | g(t, ·) 6= 0 on Σ(t)} being the support of g.
The set of all sources will be denoted by E . It is a Hilbert space (Afifi et al.,

2000).

Remark 1.

� A source s = (Σ, g, J) is said to be internal (respectively boundary) if Σ(t) ⊂ Ω
(resp. Σ(t) ⊂ Γ) ∀t ∈ J .

� If µ(J) > 0, the source is persistent. It is instantaneous if µ(J) = 0, where µ
is the Lebesgue measure.
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� A source s = (Σ, g, J) is said to be pointwise (resp. zonal) if its support Σ(t)
is reduced to a single point (resp. to a region) of Ω̄ for all t in J .

Remark 2. A source s = (Σ, g, J) can be identified with g because Σ and J can be
determined by the knowledge of g. In this case, we have E ⊂ F(]0, T [×Ω;W ), where
W is a Hilbert space and F(]0, T [×Ω;W ) is the space of functions f :]0, T [×Ω→W
(W is a subspace of

� N , N ∈ � ∗ , in a general case we have N = 1).

2.2. Regional Detection

Let ω be a non-empty subregion of Ω or Γ, where ω is not necessarily connected,
and Eω be the set of sources located in ω:

Eω
{

s = (Σ, g, J) ∈ E | Σ(t) ∈ ω
}

.

We suppose that (S) excited by a source s ∈ Eω is augmented by the output equation

(E) y = Cx,

where x is the state of (S), C : V → Y is a linear operator, y ∈ L2(0, T ;Y ), and Y
is a Hilbert space (observation space).

Definition 2. If we can reconstruct a source s located in ω based on the system
description (S) and the output equation (E), we say that s is regionally detectable
in ω or ω-detectable on ]0, T [.

Let Qω be the operator defined by

Qω : sω ∈ Eω −→ ysω ∈ L2(0, T ;Y ), (1)

where ysω is the observation corresponding to a source sω. Then every source is
ω-detectable on ]0, T [ if the operator Qω is injective.

Remark 3. If the nature of the source to be detected is known, we may consider only
the restriction of Qω to the corresponding subset Zω of Eω, i.e.
Zω ≡ Ez,peω being the set of zone persistent sources, and

Zω ≡ Ez,iω being the set of zone instantaneous sources.
In this case, any source s ∈ Zω is ω-detectable on ]0, T [ if Qω : Zω → L2(0, T ;Y )
is injective.

Let us note that this work can be extended to the case of sources which are not
necessarily located in the subregion ω (Σ∩ω 6= ∅ and Σ∩ωc 6= ∅, where ωc = Ω\ω).
Indeed, we consider the operator

Q : s ∈ E −→ ys ∈ L2(0, T ;Y ) (2)

and the set Eω

Eω =
{

sω = Pωs | s ∈ E
}

,
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where Pω is the operator defined by

Pω :
E −→ Eω,
s = (Σ, g, J) 7−→ sω = (Σω, gω, Jω),

(3)

with Σω = Σ ∩ ω, gω = pωg, Jω being the support of gω and pω the restriction
operator to ω, defined by

pω :
F(]0, T [×Ω̄,W ) −→ F(]0, T [×ω,W ),
g 7−→ gω = g|ω.

(4)

The adjoint operator P ∗ω of Pω, denoted by Iω, is given by

Iω :
Eω −→ E ,
sω = (Σω, gω, Jω) 7−→ Iωsω = s = (Σ, g, J),

(5)

with Σ = Σω, J = Jω and g = iωgω, where iω = p
∗
ω is given by

iω :

F(]0, T [×ω,W ) −→ F(]0, T [×Ω̄,W ),

gω 7−→ iωgω =
{

gω in ω,

0 otherwise.

(6)

For (S) augmented by the regional output1

(E) ; yω(t) = Cxω(t), t ∈]0, T [,

where xω is the state corresponding to the source sω = IωPωs, if the operator QIω
is injective and if any source s = (Σ, g, J) such that Σ∩ω 6= ∅ can be reconstructed
from (S) and (E), then s is said ω-detectable. In this case, the approach and results
developed in this paper are the same.

Let us note that for a source s located in ω, we have s ≡ IωPωs and so the two
notations can be used.

Definition 3. Sensors ensuring the regional detection of any source in ω are called
the ω-spies.

Sensors can be ω-spies, but not spies on the whole domain (Ω-spies). The follow-
ing example illustrates this phenomenon.

Example 1. Consider the following one-dimensional diffusion system defined in Ω =
]0, 1[:























∂x

∂t
(ξ, t) =

∂2x

∂ξ2
(t, ξ) + f(t)δb(t),

x(0, t) = x(1, t) = 0,

x(·, 0) = 0,

1 In the case of systems where it is possible to extract regional observation yω corresponding to

sω = IωPωs.
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where δb is the Dirac delta function concentrated at b. We assume that the measure-
ments are given by means of a pointwise sensor (c, δc) located at c ∈]0, 1[. Hence the
output equation is

y(t) = x(c, t), t ∈]0, T [.

The system state is given by

x(t, ξ) =
∑

n≥1

∫ t

0

eλn(t−τ)Φn(b)f(τ) dτΦn(c)

with λn = −n2π2 and Φn(ξ) =
√
2 sin(nπξ). If c = 1/2, the sensor (c, δc) is not

an Ω-spy. (Afifi et al., 2000), but it is a regional spy on ω =]0, 1/2[(Qω injective).�

2.3. ω-Spy Sensors and ω-Strategic Sensors

In this part, we recall the notions of ω-observability in the case where it is desired
to reconstruct regionally an initial state x0 in ω ⊂ Ω (internal case), or on ω ⊂ Γ
(boundary case), as well as the relationship between the sensors ensuring the ω-
observability and those being ω-spies.

2.3.1. Internal Case

We consider the autonomous system















ẋ(t, ξ) = Ax(t, ξ) in ]0, T [×Ω,
x(t, ξ) = 0 on ]0, T [×Γ,
x(0, ξ) = x0(ξ) ∈ L2(Ω) in Ω,

(7)

where x0 is supposed to be unknown. We assume that (7) is augmented by the output
equation

y(t) = Cx(t, ·), t ∈]0, T [. (8)

If K is the operator defined by K : z ∈ L2(Ω) → Kz = C S z ∈ L2(0, T ;Y ), where
St is the strongly continuous semi group given by

Stx =
∑

n≥1

eλnt
rn
∑

j=1

〈x,Φnj〉L2(Ω)Φnj ,

then the weak regional observability can be defined as follows (Zerrik, 1993):

Definition 4. The system (7), augmented by (8), is weakly observable in ω (or
ω-weakly observable) if KerKiω = {0}.
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2.3.2. Boundary Case

Without loss of generality, consider the following autonomous system:























ẋ(t, ξ) = Ax(t, ξ) in ]0, T [×Ω,
∂x

∂ν
(t, ξ) = 0 on ]0, T [×Γ,

x(0, ξ) = x0(ξ) in Ω̄,

(9)

where A generates the strongly continuous semigroup defined by

Stx =
∑

n≥0

eλnt
rn
∑

j=1

〈x,Ψnj〉L2(Ω)Ψnj , x ∈ L2(Ω).

We assume that the system (9) is augmented with the output equation

y(t) = CStx0. (10)

Set

K : z ∈ H1(Ω) −→ CSz ∈ L2(0, T ;Y )

and

γ : H1(Ω) −→ H1/2(Γ) (the trace operator).

If iω : z ∈ H1/2(ω) −→ iωz ∈ H1/2(Γ), the definition of ω-weak boundary observ-
ability is as follows (Badraoui et al., 1998):

Definition 5. The system (9), augmented by the output equation (10), is said to be
ω-weakly observable if

KerKγ∗iω = {0}.

Definition 6. Sensors ensuring ω-weak observability are called ω-strategic.

Proposition 1. (Afifi and El Jai, 1994; Merry, 2000) ω-strategic sensors are ω-spy
sensors.

The converse is not true. This will be illustrated by examples in the case of internal
or boundary pointwise sources.

2.4. Regionally Detectable Sources

To study the regional detection of a source s̃ = (Σ̃, g̃, J̃) ∈ Zω located in ω, we
consider the function

Fω(s) = ‖ys − ys̃‖2L2(0,T ;Y ), s ∈ Zω.
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The problem of regional detection is then equivalent to the minimization problem
{

inf Fω(s)

s ∈ Zω

We have s̃ ∈ Zω and F (s̃) = 0. Hence the set

Sωs̃ =
{

s̄ ∈ Zω | Fω(s̄) = inf
s∈Zω
Fω(s)

}

=
{

s̄ ∈ Zω | Qω(s̄) = Qω(s̃)
}

is not empty.

Proposition 2. A source s̃ is ω-detectable if and only if Sωs̃ = {s̃}.

3. Case of Internal Sources

This section concerns the regional detection of internal sources. We give a characteri-
zation of ω-spy sensors as well as their relationship with ω-strategic sensors, and we
show how to reconstruct a source located in ω from observations.

3.1. System under Consideration

Let Ω be an open and bounded subset of
� n with a sufficiently regular boundary

Γ = ∂Ω. We consider the following system:
{

ẋ(t) = Ax(t) + g(t), t ∈]0, T [,
x(0) = x0 ∈ X,

(11)

where X = L2(Ω), g ∈ L2(0, T ;V ′) stand for the intensity of the source supposed
to be unknown and located in ω, V is a Hilbert space such that V ⊂ X ⊂ V ′ with
continuous injections, and A is a linear operator generating a strongly continuous
semigroup (St)t≥0 ∈ L(V,X). In this case, the state of (11) is given by

x(t) = Stx0 +

∫ t

0

St−τg(τ) dτ = Stx0 +

∫ t

0

St−τ iωg(τ) dτ, t ∈]0, T [

with x ∈ L2(0, T ;V ) (Curtain and Pritchard, 1978). We suppose that the system (11)
is augmented by the output equation

y(t) = Cx(t), t ∈]0, T [. (12)

Then any source s = (Σ, g, J) is ω-detectable on ]0, T [ if the operator

Qω :
Eω −→ L2(0, T ;Y )

s 7−→ y(t) = CStx0 + C
∫ t

0

St−τ iωg(τ) dτ
(13)

is injective.
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3.2. Characterization of Regionally Spy Sensors

Without loss of generality, we consider the case where the strongly continuous semi-
group (St)t≥0 is defined by

Stx =
∑

n≥1

eλnt
rn
∑

j=1

〈x,Φnj〉L2(Ω)Φnj , (14)

(Φnj){j=1...rn,n≥1} being an orthonormal basis of eigenfunctions of A, associated with
the eigenvalues λn of multiplicities rn such that supn≥1 rn < ∞. We suppose that
the initial state x0 = 0 (the results obtained are also valid if x0 6= 0) and that
the output is given by q zone sensors (Dk, hk)1≤k≤q , where Dk is the geometrical
support of the sensor (Dk, hk) and hk its spatial distribution (El Jai and Pritchard,
1988; Uciński, 1992). The observation y corresponding to the source s = (Σ, g, J) is
given by

y(t) =









y1(t)
...

yq(t)









∈ Y = � q

with

yk(t) =
∑

n≥1

rn
∑

j=1

(∫ t

0

eλn(t−τ)〈g(τ),Φnj〉L2(ω) dτ
)

〈hk,Φnj〉L2(Dk). (15)

For n ≥ 1, we consider the matrix

Mn =









〈h1,Φn1〉L2(D1) · · · 〈h1,Φnrn〉L2(D1)
...

. . .
...

〈hq ,Φn1〉L2(Dq) · · · 〈hq,Φnrn〉L2(Dq)









and the function

fn : ξ ∈ ω →









Φn1(ξ)
...

Φnrn(ξ)









∈ � rn .

In what follows, we give hereafter the characterization of ω-spy sensors, first in the
case of sources s ∈ E such that s is persistent pointwise, and then in the case where
s is zone persistent.
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3.2.1. Case of Persistent Pointwise Sources

For pointwise and persistent sources s ∈ Eω, we have the following result (Afifi and
El Jai, 1994):

Proposition 3. Sensors (Dk, hk)1≤k≤q are ω-spies if and only if

αfn(ξ)− βfn(µ) ∈ KerMn, ∀n ≥ 1
α, β ∈ �

, ξ, µ ∈ ω

}

⇒ α = β and ξ = µ.

In this case, sensors may be ω-spies without being ω-strategic.

Example 2. For Ω =]0, 1[, we consider the system disturbed by a pointwise source
located at a point b of a subregion ω ⊂ Ω and with intensity e:























∂x

∂t
(t, ξ) =

∂2x

∂ξ2
(t, ξ) + e(t)δb(ξ) in ]0, T [×Ω,

x(t, 0) = x(t, 1) = 0 in ]0, T [,

x(0, ·) = 0 in Ω.

We suppose that the output is given by a zone sensor (D,h) with D =]1/2−c, 1/2+c[,
0 < c < 1/2, and h is symmetrical with respect to 1/2. Then

y(t) = 〈x(t), h〉L2(D), t ∈]0, T [.
If ω =]α, β[ is such that 0 < α < β < 1/2 and (1/2 − α)/(β − α) ∈ � , then the
sensor (D,h) is not ω-strategic (Zerrik, 1993), but it is an ω-spy.

�

3.2.2. Case of Persistent Zone Sources

In the case of persistent zone sources, set

Zω = Ez,peω =
{

s = (Σ, g, J) ∈ Eω | g ∈ L2
( � ∗
+ ;L

2(ω)
)

}

.

The operator Qω is defined by

Qωs =









(Qωs)1
...

(Qωs)q









, s ∈ Zω, (16)

with s = (Σ, g, J). For k ∈ {1, . . . , q}, we have

(Qωs)k(t) =
∑

n≥1

rn
∑

j=1

∫

]0,t[∩J

eλn(t−τ)〈iωg(τ),Φnj〉L2(Σ∩Ω)〈hk,Φnj〉L2(Dk) dτ

=
∑

n≥1

rn
∑

j=1

∫ t

0

eλn(t−τ)〈g(τ),Φnj〉L2(ω)〈hk,Φnj〉L2(Dk) dτ (17)

by identifying Zω with L
2(]0, T [;L2(ω)) (cf. Remark 2).
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Proposition 4. Sensors (Dk, hk)1≤k≤q are ω-spies if and only if they are ω-
strategic.

Proof. If the sensors (Dk, hk)1≤k≤q are ω-strategic, then they are ω-spies, according
to Proposition 1. Conversely, if (Dk, hk)1≤k≤q are not ω-strategic, then (Zerrik, 1993)
there exists z∗ ∈ L2(ω) \ {0} such that

CStiωz∗ = 0, ∀t ∈]0, T [, (18)

with

iω :

L2(ω) −→ L2(Ω)

g 7−→ iωg =
{

g in ω,

0 otherwise,

that is to say,

∑

n≥1

eλnt
rn
∑

j=1

〈z∗,Φnj〉L2(ω)〈hk,Φnj〉L2(Dk) = 0, ∀t ∈]0, T [, ∀k ∈ {1, . . . , q}.

Consequently, using (17), we have

Qωz∗ = 0.

Therefore, for a given source s = (Σ, g, J) ∈ Zω and

ḡ = g + z∗,

we have

Qωs = Qω s̄,

where s̄ is the source having ḡ as its intensity. According to Proposition 1, the sensors
(Dk, hk)1≤k≤q are not ω-spies.

In general, for the detection of any persistent source located in ω (zone or point-
wise), i.e. in the case when Zω = Eω, we have the following result:

Corollary 1. Sensors (Dk, hk)1≤k≤q are ω-spies if and only if they are ω-strategic.

3.3. Reconstruction of a Regionally Detectable Source

In this section, under a regional detection hypothesis, we show how to reconstruct a
source s ∈ Eω, first in the case of an observation without errors, and then in the case
with errors.
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3.3.1. Case of Observations without Errors

Consider the system (11) augmented by the output (12) and suppose that the operator
Qω is injective. The semi-norm defined by

‖s‖Fω = ‖Qωs‖L2(0,T ;Y ), s ∈ Eω

is a norm. If Fω = Ē‖·‖Fωω , then Fω is a Hilbert space with the inner product

〈s1, s2〉Fω = 〈Qωs1, Qωs2〉L2(0,T ;Y ).

Consider the operator Λω : Eω −→ Eω defined by

Λωs = Q
∗
ωQωs

=

∫ T

·

S∗r−·C
∗C

∫ r

0

Sr−τg(τ) dτ dr, s = (Σ, g, J) ∈ Eω. (19)

Λω has a unique extension as an isomorphism from Fω into its dual F
′
ω , such that

{

〈Λωs1, s2〉Eω = 〈s1, s2〉Fω , ∀s1, s2 ∈ Fω ,
‖Λωs1‖F ′ω = ‖s1‖Fω , ∀s1 ∈ Fω ,

(20)

where, for s1 = (Σ1, g1, I1), s2 = (Σ2, g2, I2) ∈ Eω, we get

〈s1, s2〉Eω =
∫

(I1∩I2)z

∫

(Σ1(τ)∩Σ2(τ))z
g1(τ, ξ) g2(τ, ξ) dτ dξ

+
∑

ti∈(I1∩I2)p

∫

(Σ1(ti)∩Σ2(ti))z
g1(ti, ξ) g2(ti, ξ) dξ

+

∫

(I1∩I2)z

∑

xj∈(Σ1(τ)∩Σ2(τ))p

g1(τ, xj) g2(τ, xj) dτ

+
∑

ti∈(I1∩I2)p

∑

xj∈(Σ1(ti)∩Σ2(ti))p

g1(ti, xj) g2(ti, xj). (21)

Here (I1 ∩ I2)z and (I1 ∩ I2)p are respectively the zone and pointwise parts of
(I1 ∩ I2). Similarly, (Σ1∩Σ2)z and (Σ1∩Σ2)p are respectively the zone and pointwise
parts of (Σ1 ∩ Σ2) (Afifi et al., 2000).

Proposition 5. If Qω is injective, the source s is obtained from the corresponding
observation y as the unique solution of the equation

Λωs = Q
∗
ωy.
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3.3.2. Case of Observations with Errors

In this case, the system (11) is augmented by the output equation

z(t) = y(t) + eω(t), t ∈]0, T [, (22)

where y is given by (12) and eω is an error in the observation, which is usually
unknown.

Write

Keω(s) = ‖Qωs− z‖2L2(0,T ;Y ), s ∈ Eω. (23)

Proposition 6. If Q∗ωz ∈ F ′ω, then Keω possesses a unique extension to Fω and a
unique minimum seω in Fω, given by

Λωseω = Q
∗
ωz.

Proof. If Q∗z ∈ F ′ω, there exists a unique f e∗ ∈ Fω such that Q∗z = Λωfe∗ . Then for
s ∈ Eω we have

Keω(s) = 〈Qωs,Qωs〉L2(0,T ;Y ) − 2〈Qωs, z〉L2(0,T ;Y ) + 〈z, z〉L2(0,T ;Y )

= 〈Λωs, s〉Eω − 2〈s,Λωfeω〉Eω + ‖z‖2L2(0,T ;Y )

= ‖s‖2Fω − 2〈s, feω〉Fω + ‖z‖2L2(0,T ;Y ).
Therefore, by density it is easy to show that Keω has a unique extension to Fω and
then a unique minimum seω = feω .

The following result gives an estimate of the reconstruction error for the source s,
with respect to the observation error.

Proposition 7. We have

(i) ‖seω − s‖Fω = ‖Q∗ω eω‖F ′ω ,
(ii) ‖seω − s‖Fω ≤

√
2‖eω‖L2(0,T ;Y ).

Proof. (i) According to (20), we have

‖seω − s‖Fω = ‖Λω(seω − s)‖F ′ω
and therefore

‖seω − s‖Fω = ‖Q∗ωQωseω −Q∗ωQωs‖F ′ω = ‖Q∗ωeω‖F ′ω .
(ii) Using (20), we have

‖seω − s‖2Fω = 〈Λω(seω − s), seω − s〉Eω = 〈Q∗ωeω, seω − s〉Eω
= 〈eω, Qωseω − z〉L2(0,T ;Y ) + 〈eω, z − y〉L2(0,T ;Y )

≤ ‖eω‖L2(0,T ;Y )‖(min
s∈Fω
Keω(s))

1/2 + ‖eω‖2L2(0,T ;Y )

≤ 2‖eω‖2L2(0,T ;Y ).
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Then

‖seω − s‖Fω ≤
√
2‖eω‖L2(0,T ;Y ).

As ‖eω‖L2(0,T ;Y ) → 0, we get the result obtained in the case of an observation without
error.

3.4. Simulation Results

Let Ω =]0, 1[ and ω ⊂ Ω. We consier the system described by the equation.


















∂x

∂t
(t, ξ) = ∆(t, ξ) + g(t, ξ) in ]0, T [×Ω,

x(0, ξ) = 0 in Ω,

x(t, ξ) = 0 on ]0, T [×Γ,

(24)

where g is the intensity of the source s = (Σ, g, J) exciting the system and ∆ is the
Laplacian operator. ∆ generates on X = L2(Ω) a strongly continuous semigroup
(St)t≥0 defined by

Stx =
∑

n≥1

eλnt〈x,Φn〉L2(Ω)Φn. (25)

(Φn)n≥1 is the orthonormal basis of the eigenfunctions of ∆ associated with the
eigenvalues λn,

{

Φn(ξ) =
√
2 sin(nπξ),

λn = −n2π2, rn = 1.

We suppose that the source s is zonal and independent of time (constant). We
then have g(t, ξ) ≡ g(ξ), ∀ξ ∈ ω, ∀t ∈]0, T [. Therefore g can be rewritten as

g(·) =
∑

n≥1

αnΦn(·), ∀t ∈]0, T [ (26)

with αn = 〈g,Φn〉L2(ω).

3.4.1. Observations without Errors

In this part, we suppose that the system (24) is augmented by the output equation

y(t) = Cx(t), t ∈]0, T [, (27)

given by an ω-spy zone sensor (D,h) located in Ω. In this case, the operator Qω is
injective and given by

(Qωs)(t) =
∑

n≥1

(∫ t

0

eλn(t−τ)〈g,Φn〉L2(ω) dτ
)

〈Φn, h〉L2(D), s ∈ Eω. (28)
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Its adjoint operator is defined by

(Q∗ωy)(t) =
∑

m≥1

(

∫ T

t

eλm(r−t)y(r) dr

)

〈Φm, h〉L2(D)pωΦm. (29)

Then

Λωs(t) =
∑

m≥1

∑

n≥1

∑

j≥1

(

∫ T

t

∫ τ

0

eλm(τ−t)eλn(τ−r)〈gω(r),Φj 〉L2(ω) dr dτ
)

×〈Φj ,Φn〉L2(ω)〈Φm, h〉L2(D)〈Φn, h〉L2(D)pωΦm. (30)

Since the source s is given by

Λωs = Q
∗
ωy,

we have, in accordance with (26),
∑

n≥1

αnΛωpωΦn = Q
∗
ωy. (31)

Multiplying (31) by Φm, we get
∑

n≥1

αn〈ΛωpωΦn,Φm〉L2(ω) = 〈Q∗ωy,Φm〉L2(ω),

i.e.
∑

n≥1

αnamn = bm, ∀m ≥ 1, (32)

with
{

amn = 〈ΛωpωΦn,Φm〉L2(ω),
bm = 〈Q∗ωy,Φm〉L2(ω).

Therefore, for a sufficiently large M , we have

M
∑

n=1

αnamn ' bm, m ∈ {1, . . . ,M}, (33)

According to (26), to have an approximation of s, we have to calculate the
coefficients αn for n ∈ {1, . . . ,M}. An approximation of s is then obtained as the
solution of (33) whose matrix is symmetric and positive deinite.

Example 3. We consider the case when ω =]2/5, 7/8[ and a constant source with
respect to time (g(t, ·) ≡ g(·)) with the intensity

g(t, x) = g(x) =



























−144x2 + 168x− 48 on ]1/2, 7/12[,
1 on ]7/12, 2/3[ ∀t ∈]0, T [,
−144x2 + 192x− 63 on ]2/3, 3/4[,
0 otherwise.



Regional detection and reconstruction of unknown internal. . . 333

We suppose that the output is given by an ω-spy sensor (D,h) with D =]5/12, 7/12[
and h(ξ) = 1. Figure 1 shows the correspondimg results for M = 20.

�

Fig. 1. Exact (dotted line) and reconstructed (solid line) source intensities of Example 3.

3.4.2. Observations with Errors

We consider the system (24) augmented by the output

z(t) = y(t) + eω(t), t ∈]0, T [, (34)

where y(t) = Cx(t) and eω is an observation error. We suppose that the system is
excited by a zone source s independent of time (i.e. constant). In this case, to have
an approximation of s, it is sufficient to solve the system of linear equations

M
∑

n=1

αnamn = bm, m ∈ {1, . . . ,M}, (35)

with
{

amn = 〈ΛωpωΦn,Φm〉,
bm = 〈Q∗ωy,Φm〉+ 〈Q∗ωeω,Φm〉.

(36)

Example 4. We consider the case of the region ω =]0, 1/2[ and the zone sensor
D = (]5/12, 7/12[, 1). If g denotes the exact intensity of the source s and giω the
estimated one corresponding to the error ei, i = 1, 4, then for M = 10, e1 = 0, e2 =
10−4, e3 = 10

−3, e4 = 10
−2 and g(x) = (500x3 − 405x2 + 82x)1]0,2/5[, we obtain
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Fig. 2. Exact (dotted line) and estimated (solid line) intensities of Example 4.

the numerical results given in Fig. 2. As can be seen, these numerical results then
conform to those obtained in the theoretical part.

�

4. Case of Boundary Sources

In this part, we characterize regional spy sensors in the case of boundary sources, and
we show how to reconstruct regionally such sources from the observation only, with
an extension to the case when the output is affected by an error. Then we present an
application and numerical results.

4.1. System under Consideration

Let Ω be an open and bounded subset of
� n with a sufficiently regular boundary

Γ, and let Ω stand for a subregion of Γ. We consider the system described by















ẋ(t, ξ) = Ax(t, ξ) in ]0, T [×Ω,
Bx(t, ξ) = g(t, ξ) on ]0, T [×Γ,
x(0, ξ) = 0 in Ω,

(37)

where g ∈ L2(0, T ;Z) is the unknown excitation of a source located in ω, and Z is
a separable Hilbert space. Furthermore, A : D(A) ⊂ V → V is a linear operator, V
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is a Hilbert space such that V ⊂ X = L2(Ω) ⊂ V ′ with continuous injections, and
B : D(B) ⊂ V → Z is a boundary operator such that D(A) ⊂ D(B).
The system (37) is augmented by the output equation

y(t) = Cx(t, ·), t ∈]0, T [, (38)

where C ∈ L(V, Y ), y ∈ L2(0, T ;Y ) and Y is a Hilbert space.
Next, we consider the space (also denoted by Eω) of boundary sources located

in ω. We suppose that the output is given by q zone sensors (Dk, hk)1≤k≤q with
Dk ⊂ Ω for k = 1, q.

4.2. Characterization of Regional Spy Sensors

In order to characterize regional spy sensors, without loss of generality we consider
the system (37) with A = ∆ and B(·) = ∂(·)/∂ν (ν being the outward unit normal).
The eigenfunctions (Ψnj)j=1,rn;n≥0 of ∆ with respect to the considered Neumann
boundary condition and the associated eigenvalues (λn)n≥0 are respectively defined
by











∆Ψnj = λnΨnj in Ω,

∂Ψnj
∂ν
= 0 on Γ, 1 ≤ j ≤ rn,

(39)

where rn is the multiplicity of λn. For n ≥ 0, we consider the matrix

Mn =









〈h1,Ψn1〉L2(D1) · · · 〈h1,Ψnrn〉L2(D1)
...

. . .
...

〈hq ,Ψn1〉L2(Dq) · · · 〈hq,Ψnrn〉L2(Dq)









and the function

fn : ξ ∈ ω →









Ψn1(ξ)
...

Ψnrn(ξ)









∈ � rn .

If we know the nature of the source s ∈ Eω to be detected, and if Zω is the
corresponding set (cf. Remark 3), then the sensors (Dk, hk)1≤k≤q are ω-spies if and
only if the operator Qω : Zω → L2(0, T ;Y ) is injective. In the sequel, we characterize
ω-spy sensors for pointwise or zone persistent boundary sources.

4.2.1. Case of Regionally Persistent Pointwise Sources

A regionally persistent pointwise boundary source is ω-detectable if the operator

Qω : s ∈ Zω = Ep,peω → ys ∈ L2(0, T ;Y )
is injective, where Ep,peω is the set of persistent pointwise sources located in ω.
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Proposition 8. The sensors (Dk, hk)1≤k≤q are ω-spies if and only if

αfn(ξ) − βfn(µ) ∈ Ker Mn, ∀n ≥ 0
α, β ∈ �

, ξ, µ ∈ ω

}

⇒ α = β and ξ = µ. (40)

Proof. The sensors (Dk, hk)1≤k≤q are ω-spies if and only if Qω is injective. Therefore,
if s1 = ({b1}, δb1%1, J1) and s2 = ({b2}, δb2%2, J2) are two elements of Eωp,pe with

δbi(ξ) =

{

1 for ξ = bi,

0 otherwise,

and

%1(t) =

N
∑

j=1

αj1[tj ,tj+1[(t), %2(t) =

N
∑

j=1

βj1[tj ,tj+1[(t)

for N large enough, where t1 = 0 < t2 < · · · < tN+1 = T , αj , βj ∈
�
and

1[tj ,tj+1[(t) =

{

1 if t ∈ [tj , tj+1[,
0 otherwise,

then the sensors are ω-spies if and only if

Qωs1 = Qωs2 ⇒ b1 = b2 and αj = βj , ∀j ∈ {1, . . . , N}.
But, using the same method as in (El Jai and Berrahmoune, 1984, pp.179; El

Jai and Pritchard, 1988, pp.95–96), the solution of (37) excited by a source s =
({b}, δb%, I) is given by

x(t) =
∑

n≥0

rn
∑

k=1

Ψnk(b)

∫ t

0

eλnk(t−τ)%(τ) dτ Ψnk. (41)

Then

Qs1 = Qs2 ⇐⇒
∑

n≥0

∫ t

0

eλn(t−τ)
rn
∑

k=1

(

Ψnk(b1)%1(τ) −Ψnk(b2)%2(τ)
)

dτ

×〈Ψnk, hi〉Di = 0, ∀t ∈]0, T [, 1 ≤ i ≤ q. (42)

Consequently, in ]t1, t2[ we have

∑

n≥0

∫ t

t1

eλn(t−τ) dτ

rn
∑

k=1

(

Ψnk(b1)α1 −Ψnk(b2)β1
)

×〈Ψnk, hi〉L2(Di) = 0, 1 ≤ i ≤ q. (43)

Then
rn
∑

k=1

(

Ψnk(b1)α1 −Ψnk(b2)β1
)

〈Ψnk, hi〉L2(Di) = 0, ∀n ≥ 0, 1 ≤ i ≤ q
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in ]t2, t3[, and according to (43), we get

∑

n≥0

∫ t

t2

eλn(t−τ) dτ

rn
∑

k=1

(

Ψnk(b1)α2 −Ψnk(b2)β2
)

×〈Ψnk, hi〉L2(Di) = 0, 1 ≤ i ≤ q. (44)

Thus

rn
∑

k=1

(

Ψnk(b1)α2 −Ψnk(b2)β2
)

〈Ψnk, hi〉L2(Di) = 0, ∀n ≥ 0, 1 ≤ i ≤ q.

In much the same way, we show that















rn
∑

k=1

(

Ψnk(b1)αl −Ψnk(b2)βl
)

〈Ψnk, hi〉L2(Di) = 0,

∀n ≥ 0, 1 ≤ i ≤ q, 1 ≤ l ≤ N.
(45)

Therefore

Qωs1 = Qωs2 ⇐⇒















rn
∑

k=1

(

αjΨnk(b1)− βjΦnk(b2)
)

〈hi,Ψnk〉L2(Di) = 0,

∀n ≥ 0, j ∈ {0, . . . , N}, i ∈ {1, . . . , q},
(46)

and consequently, the sensors are ω-spies if and only if (40) is satisfied.

Note that also in this case, sensors may be ω-spies without being ω-strategic.

Example 5. For Ω =]0, a1[×]0, a2[ such that a21/a22 /∈ � , and ω =]0, a1[×{0}, we
consider the system



























∂x

∂t
(t, ξ) = ∆x(t, ξ) in ]0, T [×Ω,

∂x

∂ν
(t, ξ) = f(t)δb(ξ) on ]0, T [×Γ,

x(0, ξ) = 0 in Ω,

where f is the intensity of a pointwise source exciting the system and located in the
subregion ω. We consider the case where the output is given by a pointwise sensor
(c, δc) with c = (a1/4, a2/4). The state φ(x1, x2) = 1ω(x1, x2) cos(2πx1/a1) is not
ω-observable (Badraoui et al, 1998). Hence the sensor (c, δc) is not ω-strategic, but
it is an ω-spy.

�
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4.2.2. Case of Regionally Persistent Zone Sources

If we have to regionally detect a persistent zone source, we consider the set

Zω =
{

s = (Σ, g, I) ∈ Eω | g ∈ L2
( � ∗
+ ;L

2(ω)
)}

= Ez,peω .

In this case, the state of the system is given by (El Jai and Pritchard, 1988; Curtain
and Zwart, 1995)

x(t) = −
∫ t

0

ASt−τGg(τ) dτ +

∫ t

0

St−τGg(τ) dτ,

where

G : g ∈ L2(Γ) −→ h = Gg ∈ L2(Ω)

with

h−∆h = 0 in Ω,

∂h

∂ν
= g on Γ,

(47)

and

Az = ∆z, ∀z ∈ D(A) = H2(Ω).

Since the observation is given by q zone sensors (Dk, hk)k, the output (38)
becomes

y(t) =









y1(t)
...

yq(t)









∈ Y = � q

with

yk(t) = 〈x(t), hk〉L2(Dk) = −
∑

n≥0

rn
∑

j=1

∫ t

0

eλn(t−τ) dτ
(

〈Gg(τ), AΨnj〉L2(Ω)

− 〈Gg(τ),Ψnj〉L2(Ω)
)

〈hk,Ψnj〉L2(Dk). (48)

From (47) and the Green formula, we have

〈Gg(τ), AΨnj〉L2(Ω) − 〈Gg(τ),Ψnj〉L2(Ω) = −〈g(τ),Ψnj〉L2(ω).

Therefore

yk(t) =
∑

n≥0

rn
∑

j=1

∫ t

0

eλn(t−τ)〈g(τ),Ψnj〉L2(ω) dτ〈hk,Ψnj〉L2(Dk), 1 ≤ k ≤ q. (49)
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Proposition 9. (Dk, hk)1≤k≤q are ω-spy sensors if and only if they are ω-strategic.

Proof. Since ω-strategic sensors are ω-spies, it is sufficient to show the converse. If
the sensors (Dk, hk)1≤k≤q are not ω-strategic, then ∃z∗ 6= 0 ∈ H1/2(ω) (Badraoui
et al., 1998), such that

CStγ
∗
0 iωz∗ = 0, ∀t ∈]0, T [, (50)

where γ∗0 is the adjoint of the trace operator γ0 : H
1(Ω) −→ H1/2(Γ). Then we have

∑

n≥0

eλnt
rn
∑

j=1

〈z∗,Ψnj〉L2(ω)〈hk,Ψnj〉L2(Dk) = 0, ∀t ∈]0, T [, ∀k ∈ {1, . . . , q}. (51)

Hence

∑

n≥0

∫ t

0

eλn(t−τ)
rn
∑

j=1

〈z∗,Ψnj〉L2(ω) dτ

×〈hk,Ψnj〉L2(Dk) = 0, ∀t ∈]0, T [, ∀k ∈ {1, . . . , q}, (52)

i.e.

Qωz∗ = 0. (53)

Thus, for a given source s = (Σ, g, I) ∈ Eω, we have
Qωs = Qωs̄, (54)

where s̄ is the source having as its intensity the function

ḡ = g + z∗. (55)

Consequently, according to Proposition 2, (Dk, hk)1≤k≤q are not ω-spy sensors.

Generally, for Zω = Eω, we have the following result:

Corollary 2. (Dk, hk)1≤k≤q are ω-spy sensors if and only if they are ω-strategic.

It is easy to show that for regional reconstruction of boundary sources, the results
and approches are similar to those obtained for internal sources.

4.3. Simulation Results

Let Ω =]0, α[×]0, β[ with α2/β2 /∈ � . Consider the system disturbed by a source
s = (Σ, g, I) located in ω:































∂x

∂t
(t, ξ) = ∆x(t, ξ) on ]0, T [×Ω,

∂x

∂ν
(t, ξ) = g(t, ξ) on ]0, T [×Γ,

x(0, ξ) = 0 in Ω.

(56)
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In this case, the eigenvalues and the associated eigenfunctions are given by

λm,n = −
(

m2

α2
+
n2

β2

)

π2, m, n ≥ 0,

Ψmn(ξ, ζ) = ϕ
α
m(ξ)ϕ

β
n(ζ),

respectively, with

ϕαm(ξ) =







1/
√
α if m = 0,

√

2/α cos(mπξ/α) if m ≥ 1,

ϕβn(ζ) =







1/
√
β if n = 0,

√

2/β cos(nπζ/β) if n ≥ 1.

Since α2/β2 /∈ � , we have rmn = 1, ∀m,n ≥ 0.
We suppose that the boundary source exciting the system is zonal and constant

so that g(t, ξ) ≡ g(ξ) ∈ L2(ω) for ξ = (ξ1, ξ2) ∈ ω. Consequently, we have

g(·, 0) ∈ L2(ω1), g(α, ·) ∈ L2(ω2),

g(·, β) ∈ L2(ω3), g(0, ·) ∈ L2(ω4),

with
{

ω1 = Γ1 ∩ ω, ω2 = Γ2 ∩ ω, ω3 = Γ3 ∩ ω, ω4 = Γ4 ∩ ω,
Γ1 = ]0, α[×{0}, Γ2 = {α}×]0, β[, Γ3 = ]0, α[×{β}, Γ4 = {0}×]0, β[,

(57)

and g can be written down as

g(ξ1, ξ2) =
∑

l≥0

(

1Γ1(ξ1, ξ2)〈g(·, 0), ϕαl 〉L2(ω1)ϕαl (ξ1)

+ 1Γ2(ξ1, ξ2)〈g(α, ·), ϕβl 〉L2(ω2)ϕ
β
l (ξ2)

+ 1Γ3(ξ1, ξ2)〈g(·, β), ϕαl 〉L2(ω3)ϕαl (ξ1)

+ 1Γ4(ξ1, ξ2)〈g(0, ·)ϕβl 〉L2(ω4)ϕ
β
l (ξ2)

)

, (58)

where

1Γi(ξ1, ξ2) =

{

1 if (ξ1, ξ2) ∈ Γi,
0 otherwise.
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If the output is given by a zone sensor (D,h) , then

(Qωs)(t) =
∑

k,l≥0

〈h,Ψkl〉L2(D)
∫ r

0

eλkl(r−τ)〈g(τ),Ψkl〉L2(ω) dτ (59)

(Q∗ωz)(t) =
∑

m,n≥0

〈h,Ψmn〉L2(D)
∫ T

t

eλmn(τ−t)z(τ) dτpωΨmn (60)

and

(Q∗ωQω)z(t) =
∑

m,n≥0

∑

k,l≥0

〈h,Ψmn〉L2(D)〈h,Ψkl〉L2(D)pωΨmn

×
∫ T

t

eλmn(r−t)
∫ r

0

eλkl(r−τ)〈g(τ),Ψkl〉L2(ω) dτ dr (61)

with

pωΨmn(ξ1, ξ2) =
∑

i∈{1,3}

1ωi(ξ1, ξ2)Ri(n)ϕ
α
m(ξ1)

+
∑

i∈{2,4}

1ωi(ξ1, ξ2)Ri(m)ϕ
β
n(ξ2),

where

R1(m) =

√

2

β
, R2(m) =

√

2

α
(−1)m,

R3(m) = (−1)mR1(m), R4(m) = (−1)mR2(m) for m ≥ 1,

R1(0) = R3(0) =

√

1

β
, R2(0) = R4(0) =

√

1

α
.

4.3.1. Observations without Errors

In the case of observations without errors, the source s is given by

Λωs = Q
∗
ωy, (62)

where Λω = Q
∗
ωQω and y is the observation performed by the sensor (D,h). There-

fore, for i ∈ {1, . . . , 4}, the restriction Λω,i of Λω to Γi, is given by
Λω,is = (Q

∗
ω)i y

with






































(Λω,is)(t) =
∑

m,n≥0

∑

k,l≥0

〈h,Ψmn〉L2(D)〈h,Ψk,l〉L2(D)Si(m,n)

×
∫ T

t

eλmn(r−t)
∫ r

0

eλkl(r−τ)〈g(τ),Ψkl〉ω dτ dr

(Q∗ω)i y(t) =
∑

m,n≥0

〈h,Ψmn〉L2(D)Si(m,n)
∫ T

t

eλmn(τ−t)y(τ) dτ
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and

Si(m,n) =

{

Ri(n)1ωiϕ
β
m if i ∈ {1, 3},

Ri(m)1ωiϕ
β
n if i ∈ {2, 4}.

Then for i ∈ {1, 3} (resp. for i ∈ {2, 4}), by multiplying Λω,is = (Q∗ω)iy by ϕαk
(resp. ϕβk ), k ≥ 0, and for M large enough, 0 ≤ k ≤M , from (58) it follows that

M
∑

l,l′=0

(

〈g(·, 0), ϕαl′〉L2(ω1)〈ϕαl , ϕαl′〉L2(ω1)〈Λω,i1Γ1ϕαl , ϕαk 〉L2(ωi)

+ 〈g(α, ·), ϕβl′ 〉L2(ω2)〈ϕ
β
l , ϕ

β
l′ 〉L2(ω2)〈Λω,i1Γ2ϕ

β
l , ϕ

α
k 〉L2(ωi)

+ 〈g(·, β), ϕαl′〉L2(ω3)〈ϕαl , ϕαl′〉L2(ω3)〈Λω,i1Γ3ϕαl , ϕαk 〉L2(ωi)

+ 〈g(0, ·), ϕβl′〉L2(ω4)〈ϕ
β
l , ϕ

β
l′〉L2(ω4)〈Λω,i1Γ4ϕ

β
l , ϕ

α
k 〉L2(ωi)

)

= Hωi (k) (63)

with

Hωi (k) =

{

〈(Q∗ω)i y, ϕαk 〉L2(ωi) if i ∈ {1, 3},
〈(Q∗ω)i y, ϕβk 〉L2(ωi) if i ∈ {2, 4},

To have an approximation of s, we have to calculate the coefficients

〈g(·, 0), ϕαl′〉L2(ω1), 〈g(α, ·), ϕβl′ 〉L2(ω2), 〈g(·, β), ϕαl′ 〉L2(ω3), 〈g(0, ·), ϕ
β
l′〉L2(ω4)

for l′ ∈ {0, . . . ,M}. Then s is determined by solving (63).

Example 6. For α = 1, β = 21/4, ω = ω2 ∪ ω3 ∪ ω4 with ω2 = {α}×]1/4, β[⊂ Γ2,
ω3 =]0, 1[×{β} ⊂ Γ3, ω4 ≡ Γ4, we consider the case when the output is given by a
zone sensor (D,h) such that D =]1/3, 1/2[×]1/8, 1/6[ and h(ξ1, ξ2) = 1. Let s be
a source with the intensity g given by

g(ξ1, ξ2) =















1]1/2,1[(ξ1, ξ2)(−16ξ32 + 36ξ22 − 24ξ2 + 5) + 1]1,β[(ξ1, ξ2) on Γ2,
−2ξ31 + 3ξ21 on Γ3,

0 otherwise.

(64)

Its representation, for M = 20, is given in Fig. 3.

The calculated approximation ḡω of g is given in Fig. 4. In order to compare ḡω
and g, we show their restrictions to Γi, i ∈ {1, 2, 3} in Figs. 5, 6 and 7, respectively
(g is represented by a dotted line and ḡω is drawn using a solid line).

�
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Fig. 3. Exact source intensity of Example 6.

Fig. 4. Estimated source intensity.

4.3.2. Observations with Errors

In this part, we consider the system (47) disturbed by a zone constant source and
augmented with the output

z(t) = 〈h, x(t)〉L2(D) + eω(t), t ∈]0, T [, (65)
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Fig. 5. Restriction of the solution from Example 6 to Γ1.

Fig. 6. Restriction of the solution from Example 6 to Γ2.

where eω is an observation error. In this case, to have an approximation of s, we
have to solve, for 0 ≤ k ≤M , the system (63) with

Hωi (k) =

{

〈(Q∗ω)i y, ϕαk 〉+ 〈(Q∗ω)i eω, ϕαk 〉 if i ∈ {1, 3},
〈(Q∗ω)iy, ϕβk 〉+ 〈(Q∗ω)ieω, ϕ

β
k 〉 if i ∈ {2, 4}.
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Fig. 7. Restriction of the solution from Example 6 to Γ3.

Example 7. We consider the case of the region ω = {α}×]1/4, 10/13[⊂ Γ2 and the
zone sensor (D,h) , with D =]1/5, 2/5[×]1/5, 2/5[ and h(ξ1, ξ2) = ξ1 sin(πξ2). Let
g be an exact intensity of s and gi be the estimated one corresponding to the error
ei, i = 1, 3. Then for α = 1, β = 2

1/4, e1 = 0, e2 = 10
−6, e3 = 10

−5, M = 20
and g such that

g(x, y) =

{

(−189y2 + 189y − 42)
(

1]1/3,2/3[(y)
)

on Γ2,

0 otherwise,

the representations of g and giω, i = 1, 3 on Γ2 are given in Fig. 8.

5. Conclusion

In this paper, we introduced the notion of regional detection and characterized internal
or boundary regionally detectable sources, as well as the sensors ensuring their regional
detection (regional spy sensors). Then we demonstrated that a source (internal or
boundary) can be regionally detectable without being detectable in the whole domain,
and hence that sensors may be ω-spies without being Ω-spies. We also showed how
to reconstruct such sources from observations, with extensions to the case when the
output is affected by an observation error. Numerical simulations were given in one-
and two-dimensional spaces and various situations were examined. Finally, let us
note that other aspects of the detection problem can be considered, and also, that
the approach developed can be extented to other classes of systems.
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Fig. 8. Solutions to the reconstruction problem of Example 7.
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contrôlabilité de systm̀es paraboliques. — C.R. Acad. Sc. Paris.

El Jai A. and Pritchard A.J., (1988): Sensors and Controls in the Analysis of Distributed
Systems. — New York: Wiley.

El Jai A., Pritchard A.J., Simon M.C. and Zerrik E. (1995): Regional controllability of dis-
tributed systems. — Int. J. Contr., Vol. 26, No.6, pp.1351–1365.



Regional detection and reconstruction of unknown internal. . . 347

El Jai A., Zerrik E. and Simon M.C. (1993): Regional observability and sensors structures.
— Int. J. Sensors and Actuators, Vol.39, No.3, pp.95–102.

Isakov M. (1998): Inverse Problems for Partial Differential Equations. — New York: Springer.
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