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MODELING AND CONTROL OF INDUCTION MOTORS'

EMMANUEL DELALEAU*** JeaN-PAuL LOUIS*
RoMEO ORTEGA***

This paper is devoted to the modeling and control of the induction motor. The
well-established field oriented control is recalled and two recent control strategies
are exposed, namely the passivity-based control and the flatness-based control.
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1. Introduction

Induction motors constitute a theoretically interesting and practically important class
of nonlinear systems. They are described by a fifth-order nonlinear differential equa-
tion with two inputs and only three state variables available for measurement. The
control task is further complicated by the fact that induction motors are subject to
unknown (load) disturbances and the parameters are of great uncertainty. We are
faced then with the challenging problem of controlling a highly nonlinear system,
with unknown time-varying parameters, where the regulated output, besides being
unmeasurable, is perturbed by an unknown additive signal.

Existing solutions to this problem, in particular the de facto industry standard
field-oriented control (FOC), were not theoretically well understood. Consequently, no
guidelines were available for the designer who had to rely on trial-and-error analysis
and intuition for commissioning and high performance applications. These compelling
factors, together with the recent development of powerful theoretical tools for analysis
and synthesis of nonlinear systems, motivated some control researchers to tackle this
problem.

The main purpose of this paper is to review some of the main developments in the
field, with particular emphasis on applications of passivity and flatness ideas. We start
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by presenting the physical model of the motor adopting an innovative perspective
that underscores the control aspects—in lieu of the classical electrical engineering
viewpoint. We then review, again from a control theory perspective, the well-known
FOC. Connections between this classical technique and passivity ideas have been
revealed in the literature; in particular, it has been shown that passivity-based control
schemes exactly reduce to FOC under some simplifying modeling assumptions. After
reviewing these results, we present the recent developments which rely on the property
of flatness of the motor.

The control of induction drives gave rise to a large number of publications which
are not possible to be reported in total here. An overview of various aspects can be
found in the papers (Bodson et al., 1994; 1995; Chiasson, 1993; 1995; De Luca, 1989;
Marino et al., 1993; 1996; 1998; Ortega et al., 1993b; Taylor, 1994).

The paper is organized as follows: Section 2 is devoted to the physical modeling of
the induction motor on standard assumptions but in the perspective of the control of
the machine. Section 3 gives a novel presentation of the well-established field-oriented
control. Section 4 exposes the passivity-based control. Finally, Section 5 introduces
the flatness-based approach to the control of the induction motor.

2. Modeling
2.1. Physical Modeling!

The induction machine considered here has a three-phase stator and a squirrel-
cage rotor which can be represented by a short-circuited three-phase rotor winding
(see Fig. 1(a)). We adopt the classical assumptions: linearity of the materials (no
saturation), sinusoidal distribution of the field in the air-gap, balanced structure.

. . t A

The vectors relative to stator variables are denoted? by Zapes = (Tas, Ths, Tes) =
t . .
Zabe = (Ta, b, Tc) and vectors relative to rotor variables are denoted the gper =
t A t

(Tar, Tory Ter) = xape = (T4, xp, To) . Fluxes, currents and voltage are denoted
respectively by Yabe, WABC, Tabe, 1ABC, Vabe and vapc. The fundamental physical
equations of the machine are the relations between fluxes and currents:

wabc = ls Z-abc + msr(o) iABCa (1&)
wABC = My (9) Z‘abc + lr Z-ABC'a (1b)
with
ls ms Mms I, my m,
ls = ms ls ms ) lr = my lr my )
ms ms g my my A

I See (Chatelain, 1983; Semail et al., 1999) for details.
2 Recall that o' is the transpose of a vector wv.
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Fig. 1. (a) Transverse section; (b) Park transformation.

cos(npf) cos(npd + ) cos(nyd — )
Mg (0) = mys(0)' = M, | cos(n,0 —v)  cos(nyd)  cos(n,0+7v) |,
cos(nyf + ) cos(nyd — ) cos(np8)
where n, is the number of pairs of poles, 0 signifies the mechanical position of the

rotor and y = 27/3; the other parameters (inductances) are constant. The second
system of equations is composed of the voltage equations:

. dl/}abc
abc — Rs abc 5 2
Vab Tapbe + 7 (2a)
. d
0= RTZABc%»M. (2b)
dt
The final equation is given by the expression of the electromagnetic torque
4 Omg.(0) .
Tem = lgpe #() iABC- (3)

2.2. Algebraic Properties of the Coupling Matrix m,(6)

The most important term in eqns. (1) and (3) is the coupling matrix m,(f) which
describes the electromechanical conversion. We must detail some of its algebraic prop-
erties. Its eigenvalues are 0, (3/2)M,e™? and (3/2)M,e~7"»%. This matrix is diag-
onalizable, but we prefer first to eliminate the terms relative to the “zero-sequence”
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component (associated with the eigenvalue equal to zero) because they are almost
always zero and do not participate in the energy conversion. Then we will use a re-
al transformation. For this, define the planar rotation matrix P and the Concordia
sub-matrixz T3o as follows:

1 t

1
cos(§) —sin(€) 92 1 ) )
P(e) = . T=1q/2 .
(© (Sm@ e ) . \/; v (4)
2 2

We have?® T4, Ty = I and the “factorization” mg, = M Tso P(n, 0) T4y, where M =
(3/2)M,. Furthermore, T32 diagonalizes the matrices like I; and I,: 15752 = L T32
and l,.T59 = L, Tss, with: Ly =1 — mgs and L, = [, — m,.. Thus the fundamental
equations (1) and (3) can be rewritten as

wabc = Lsighe + M T35 P (’I’Lp 9) T§2 LABC, (53)

Yapc = M Tsa P (—ny0) Tiyiape + Lriapc, (5b)
. ™ .

Tem :anzflbchgP(nI,H—i- 5) Ty iaBc. (6)

2.3. Concordia Transformation

Examining eqns. (5) and (6), we conclude that we do not have six unknown variables,

but only four are given by T4y i and Tiyiapc. Therefore, it is useful to define

the Concordia transformation applied to all electric variables (voltages v, fluxes 1,
: A A

currents i) by Zags = (Tas, :cﬁs)t =T xape and xapr = (Tar, :L'gr)t =Tl zapc.

Then the equations of fluxes and torque (5) and (6) can be rewritten as

waﬁs =L, iaﬁs + MP(""”;UG) iaﬁrv (73)

waﬁr = MP(_npe) iaﬁs + L, iaﬁ'm (7b)
4 T .

Tem = Np Mlaﬁs P (n,ﬁ + 5) Lafr- (8)

Furthermore, we have for the voltages:

. dbags

VaBs = R, laBs ,(ZC;B ) (93)
d .

0 = Ryiapr + incf’. (9b)

3 Recall that I,, denotes the n-dimensional identity matrix.
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2.4. Choice of “Useful Variables”

Equations (7) and (8) show that we now have four unknown variables to determine
the components of the stator and rotor currents, and we will have to consider only two
equations relative to the torque 7., and to the magnitude of the rotor flux ),.. For
convenience, we decide to use not exactly the rotor flux, but the so-called magnetizing
current %,,. This new variable, its magnitude i,, and its polar angle &, are defined
by the transformation:

i,ur COS(&T)

ip,r Sin(fr )

Gapr = My = M < ) = Mi,, P(&) (1, 0). (10)

Then it appears that it will be natural to choose the following “useful variables”
(physical signification of the future state variables which will be defined in a lat-
er section): the stator currents, which are measurable, and the magnetizing current
(magnitude and polar angle). We can rewrite the other variables (torque, stator fluxes,
rotor currents) with the help of these two vector variables:

Tem = My Lo 1 P (mp 46 + 2 ) (1,0, (11a)

%ﬁs = Nl iaﬁs + Lm im" P(np9+§r) (1a O)ta (11b)
M

iaﬁr = _i,uaﬁr *P(fnpe) iaﬁsa (11C)
L,

with the definition of the following new parameters: the dispersion coefficient: o = 1—
M?/Lg L,, the leakage inductance Ny = o Ly = (Ls — M?/L,), and the magnetizing
inductance L, = (1 — o)Ly = M?/L,.

2.5. Park Transformation

Examination of (11a) indicates that it will be much simpler to write it if we make the
following transformation for the stator variables (voltages, currents, fluxes):

P(_gs) (xas; Iﬁs)t = (xd; Iq)t; (12&)
P(_&“) (marv Iﬁr)t = (xD7 xQ)t7 (12b)
& = &+ Np 0. (12C)

This leads to the following torque equation which has the simplest form
Tem = Np Ly, i;u“ iq- (13)

This transformation is, in fact, a rotation of the axes and the d-axe is given by the
direction of the rotor flux. It is known as the Park transformation (see Fig. 1(b)).
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2.6. State Variables and State Equations

The most practical state variables are the stator currents in the Cartesian represen-
tation ig and i, (cf. (12a)), and the magnetizing current in the polar form (10). The
state equations which determine these state variables are respectively given for the
equations deduced from the stator voltages:

dig 1
—d — 14
il (va — ea), (14a)
di 1
d_f =N (vg — €q); (14b)
with the following definitions for the back electromotive forces eq and eg:
Ly, 14 ;
eq = T (ia — Zuv)_( w+?m_qr) Niig, (15a)
eq = Rsig+ ( w4+ — —) (Niig+ L ipr), (15b)
Ty ipr
where T, = L,/R,., and for the equations deduced from the rotor voltages:
di 1 . .
L (i), (16a)
d¢,. 1 g
= = —. 16b
dt Ty ipr (16b)

3. Field-Oriented Control*

The designers have chosen the following two criteria to have a good control of the IM:
1. Controlling the electromagnetic torque Tep,.
2. Controlling the magnitude of the rotor flux Y apc : ¥..

The problem has now two aspects:

(a) What are the currents needed to impose the torque and the magnitude of the
rotor flux? That is, how to “inverse” eqns. (1) and (3) which are algebraic
equations? Examining (1) and (3), we see that we have 6 unknown variables
(the currents 4. and iapc) and only 2 equations given by 7o, and .

(b) What are the voltages which can create the appropriate currents? That is, how
to inverse (2) which are differential equations?

Furthermore, we must protect the motor against excessive magnitudes of stator cur-
rents.

4 The classical field orientation is presented in (Blaschke, 1972; Caron and Hautier, 1995;
De Fornel, 1990; Grellet and Clerc, 1997; Leonhard, 1997; Vas, 1990). Extensions are giv-
en in (Délémontey, 1995; Graf von Westerholt, 1994; Jacquot, 1995; Jelassi, 1991; Mendes,
1993; Robyns, 1993). Our approach (“inversion of models”) is mainly deduced from the point
of view of (Grenier et al., 1998; Louis and Bergmann, 1999).
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3.1. Estimator

If we want to impose a dynamic with the help of a state feedback, it is necessary
to determine the variables which are not measurable, i.e., &,&. and ¢,., with the
help of the measurable variables, i.e., stator currents, i,gs = T3t2 Tabe, and mechanical
variables, w and 6. The equations of the estimator are deduced from eqns. (16a)
and (16b):

g = P(—£) Ty iabe, (17a)
A, 1
d;’ = i(@d_lw)a (17b)
17,
asr L g 17
dt T7- /7/\Mr7 ( C)
& = np0+&, (17d)
7{6; = Np Lm?ur?q~ (176)

The symbol ~ denotes the corresponding estimated variables.

3.2. Closed-Loop Control and Introduction of Physical Constraints

For the design of controllers, we have to solve two problems:

1. We want to impose the dynamics and the steady-state behaviors of the two
variables of interest: the torque, 7em, and the amplitude of the magnetizing
current, %,,. For this we will apply input-output linearization by state-feedback
using the differential equations

dTem digr . dig .
e np L, ( d; iqg + d_ZZM> , (18a)
di, d2i,,
N dltr + N1 T dtlQ“ = V4 — eq, (18b)
digr .
ipr + T, é; = ig. (18¢)

We choose arbitrarily the following dynamic models which have the lowest order
physically realizable (the first for the torque, and the second for the magnetizing

current):
dr m 1 Al . .
d—et = T_c ((Tem)ref - Tern) = T_c Np Loy Gr (IQref —ig), (19a)
2&diy, 1 d2%i,,
G + 2ediy 1 diy (19b)

=1 Ty
wy dt - wZ de? Hlvet
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Fig. 2. Control scheme.

2. We have to limit the variations of the stator currents for security during excessive
movements. Thus, we want to have a control structure which contains internal
loops on the stator currents, as indicated in Fig. 2. Algebraic computations give
the following results for the control law:

(a) On the g-axis, we control the torque and the magnitude of the component
iq of the stator current:

. Ni % . , N
Vg =kq (Ig, — ) +€q — —Tl Az_q (tg — 2yur), with kg = —Tl. (20)
r lur c

(b) On the d-axis we control the rotor flux 1, = M i, and the magnitude
of the component ¢4 of the stator current: first, the two-loop structure is

given by
‘ ‘ . (waTy)?
lae = ku Tpreee = tpr) +ipr,  with Ky = %o T, —1' (21)
) . Ny
vg = kg (Idref — Zd) +eq, with kg= ? (ZEWnTT — ].) . (22)

We observe that this structure makes use of proportional controllers like k4, k., kq,
and additive compensators like vg,, vq, and Ig. ., = iur.

3.3. Examples of Transients

Figures 3(a) and (b) show transients which prove that this approach gives a com-
plete inversion of the dynamical model. Figure 3(a) shows three responses: First, the
magnetization, i.e., the response of the stator flux to a step reference (dynamics of
the second order, given by (19b)). Figure 3(b) shows that the iq component of the
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Fig. 3. (a) Flux, torque and speed responses; (b) Responses of iq and ig.
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stator current reaches a maximum value (denoted by 44, ), but without overshoot:
this is a protection effect due to the internal loop. After the magnetization we see the
response of the torque to the steps reference: the dynamics is of the first order, given
by (19a). The speed w has quasi-linear responses (the torque is well controlled). We
observe that the decoupling between the two axes is perfect: the magnitude of the flux
remains constant when the torque has large variations. The inversion of the model is
completed.

4. Passivity-Based Control

4.1. Control Properties of the Induction Motor Model

In this section we establish some properties of the model (input-output and geomet-
rical) that will be instrumental for further developments.

4.1.1. Model

In Section 2.3 we have derived the standard two phase o3-model of an n, pole pair
squirrel cage induction motor with uniform air-gap. For convenience in the sequel, set

w = [wéﬁy wéﬁr]t and = [igﬁs7 itaﬁr]t'
Thus, the relation between the flux and the currents has the form

b =LO), L) = (23)

LI MeIn»b
Me=Im8 LI ’
L(#) = L'(A) > 0 being the 4 x 4 inductance matrix of the windings, where we have

defined the (skew-symmetric) rotation matrices J = —J* = P(n/2) and e/™% =
P(ny0) (see (4)). The electrical dynamics are defined by the voltage balance equation

Iy
s N:l0‘|7 (24)

with Rg, R, > 0 being the stator and rotor resistances, respectively. Particularly
useful for further developments is the following relationship between rotor fluxes and
rotor currents:

RIp 0

¢+ Ri=Nu, R=
0 Ry

%« + Ryir =0 (25)
The model is completed by computing the electromagnetic torque as
1,0L(6) . 1 ,0L71(0)
em — S0 —x, = —3% — an 2
Tem =50 g =2 T ag Y (26)
and replacing it in the mechanical dynamics
JO = Tem — 71, (27)

where J > 0 is the inertia of the rotor and 71 signifies a term of load torque which
we will assume to be constant but unknown. For simplicity, we neglect the effect of
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friction but, as shown in Ortega et al. (1998), it can be easily accommodated into our
analysis.

Remark. We established in (Espinosa and Ortega, 1995) that PBC is coordinate
independent, i.e., it can be derived in any reference frame chosen for model represen-
tation. For instance, in (Espinosa and Ortega, 1994) the ab-model was used, while the
developments of Ortega and Espinosa (1993) and Ortega et al. (Ortega et al., 1993a)
relied on the dg-model. Finally, the work of Nicklasson et al. (1997) was carried-out
in the original af frame.

4.1.2. Input-Output Properties

The cornerstone of the passivity-based design philosophy is to reveal the passivity
property of the system and identify, as a by-product, its workless forces. This is easily
established from the system total energy, which for the induction motor is given as

H(,0,0) = S0 L7 000 + 576
H H

where H.(i,0) and H,,(0) denote the electrical energy and the mechanical kinetic
co-energy, respectively. We have neglected the capacitive effects in the windings of the
motor and considered a rigid shaft, hence the potential energy of the motor is zero.

The rate of change in the energy (the system work) is given by
H =itu — Orp — it Ris.
From the integration of the equation above we obtain the energy balance

H(t) — H(0) = — /O i"(s) R i(s)ds + /O [ (yu(s) — b(s)re] ds  (28)

stored energy

dissipated supplied—extacted

which proves that the mapping [uf, —7,]" — [zi,@]t is passive, with storage func-
tion H.

Furthermore, as shown by Espinosa and Ortega (1994), the motor model can be
decomposed as a feedback interconnection of two passive operators with storage func-
tions H. and H,,, respectively. These passivity properties, and their corresponding
storage functions, are the basis for two different PBCs studied in (Ortega et al., 1998).

4.1.3. Geometric Properties

We now exhibit an invertibility property of the induction motor model which is es-
sential for obtaining an explicit expression of the PBC. From (26) and (23), we see
that the torque can be written as

Tem = npMit JeT™e 0%, (29)
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where the fact that J and e7™? commute (jejnpe = eJ”PGJ), and that the skew-
symmetry of J (J! = —-J — 2'Jx =0, V x € R?) have been used. Now, solving
(25) for 4, and substituting it into (29) gives

M
Tem = an_iijejanwT. (30)
Finally, (23) can be solved for i, as
1
i = Mejnp"(wr — Lyi,)
and then substituted into (30) to give
Ny -
m = R—i?ﬁﬁﬁbm (31)

where (25) has been used again. This is a key expression that allows us to invert the
systems dynamics, that is, explicitly solve this equation as

; Tem
U = J U, (32)
Tl ey
where || - || is the Euclidean norm.

The two equations above will be instrumental in the next section for the deriva-
tion of the PBC. In (Nicklasson et al., 1997), where we study the model of the gener-
alized rotating machine, we assume that the machine is Blondel-Park transformable
to ensure this invertibility property. The underlying fundamental assumption for the
machine to be Blondel-Park transformable is that the windings are sinusoidally dis-
tributed, giving a sinusoidal air-gap magnetomotive force and sinusoidally varying
elements in the inductance matrix L(#). For a practical machine, this means that
the magnetomotive force can be suitably approximated with the first harmonic in a
Fourier approximation. Examples of machines in which higher-order harmonics must
be taken into account are square-wave brushless DC motors and machines with sig-
nificant saliency in the air gap. For this class of machines the application of PBC is
still an open issue.

Equation (32) also shows that the zero dynamics of the motor with outputs 7em
and ||| are periodic. This fact becomes clearer if we evaluate the angular speed of
the rotor flux vector with respect to the rotor fixed frame (the slip speed) as

1 ¢r2wr1 - 1&!‘2"&7‘1
1+ (¢7‘2/¢r1)2 72~1

d
p = pr arctan(vre/r1) =

= ”2w T = (33)

7T€III
l[or np||¢ |2
From this equation we conclude that if 7, and ||¢,| are fixed to constant values,
the rotor flux rotates at a constant speed. This expression also shows that the torque
can be controlled by controlling the rotor flux norm and slip speed, as is well-known
in the drives community.
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4.2. Nested-Loop Passivity-Based Control

It is shown in Ortega et al., 1998 that for electromechanical systems the PBC approach
can be applied in at least two different ways, leading to different controllers. In the
first, more direct form, a PBC is designed for the whole electromechanical system
using as the storage function the total energy of the whole system. This is the way
PBCs are typically defined for mechanical and electrical systems, and it is usually
referred to as PBC with total energy shaping.

Another route stems from the application of a passive subsystems decomposition
to the electromechanical system. Namely, we show that (under some reasonable as-
sumptions) we can decompose the system into its electrical and mechanical dynamics,
where the latter can be treated as a “passive disturbance.” We then design a PBC
for the electrical subsystem using as the storage function only the electrical part of
the system’s total energy. An outer-loop controller (which can also be a PBC, but
here is a simple pole-placement) is then added to regulate the mechanical dynam-
ics. The so-designed controller will be called the nested-loop PBC. There are at least
three motivations for this approach: firstly, using this feedback-decomposition leads
to simpler controllers which in general do not require observers. Secondly, there is
typically a time-scale separation between the electrical and the mechanical dynamics.
Finally, since the nested-loop configuration is the prevailing structure in practical ap-
plications, we can in some important cases establish a clear connection between our
PBC and current practice.

Although for both controllers we can prove global asymptotic speed/position
tracking, for the sake of brevity we present here only the torque tracking version of
the nested-loop PBC.

4.2.1. Controller Structure

In this section we solve the speed-position tracking problem adopting a nested-loop
(i.e., cascaded) scheme, where C;; is an inner-loop torque tracking PBC, and C,; is an
outer-loop speed controller which generates the desired torque® Temy. We will show
in this section that C,; may be taken as an LTT system that asymptotically stabilizes
the mechanical dynamics. The main technical obstacle for its design stems from the
fact that C; requires the knowledge of 7emg, and this in turn implies measurement
of acceleration. To overcome this obstacle, we proceed as in (Ortega et al., 1998) for
a robotics problem, and replace the acceleration by its approximate differentiation,
while preserving the global stabilization property. (In simple applications, of course,
Co1 is just a PI around speed error. We go here through these additional complications
to provide a complete proof of stability.)

A very interesting property of the resulting scheme, which is further elaborated
below, is that if the inverter can be modeled as a current source and the desired speed
and rotor flux norm are constant, the controller exactly reduces to the well-known

5 We will adopt throughout the following notation convention. If a signal is explicitly given as
an external reference, we denote it by (-)«. If, instead, it is generated by the controller, we use
the notation (+)4.
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indirect field-oriented control, hence providing a solid theoretical foundation to this
popular control strategy.

4.2.2. Torque Tracking PBC

Implicit and explicit forms. In this subsection we derive a torque tracking PBC
from the perspective of a system’s inversion. For that purpose, using (23), we rewrite
(24) and (26) as

¥+ RL™Y(0)¢ = Nu, (34)
Tem — %wijwh (35)

where, for ease of reference, we have repeated (31).

Typically, the PBC is a “copy” of the electrical dynamics of the motor (34), (35)
with an additional damping injection term that improves the transient performance.
To simplify the presentation, we will omit the damping injection here, and refer the
reader to Ortega et al., 1998. Thus, we define the PBC in an implicit form as

Nu = tg + RL™(0)¢a, (36)
Temsx — %1/):«51\71/}7“(1; (37)

where Tem, is the torque reference and g = [wgd, f d]T defines the desired values
for the fluxes.

An explicit realization of the PBC above is obtained by “inversion” of (37) as
: 1 (R, :
= (& ()5, (D] | Wy,
Vra B2(t) (ine T + B (t)Bx(t) 2) Yra

where ,.4(0) = [3.(0),07], and B.(t) is a (time-varying) reference for |[[1),.||. The
last equation can actually be solved as

ejpd [ 6*(0 1 , (38)

wrd 0

R,
Dd = ——5 7 Tems; 0) =0, 39
pd npﬂ,%(t)Te pd( ) ( )
The description of the controller is completed by the replacement of .4 and 1[)Td in
the last two equations of (36) to get ©sq. After differentiation we get 1sq which can
be replaced in the first two equations of (36) to get®

e [ 0] R0

6 An explicit state space description is given in Proposition 1.
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The expression above causes a difficulty in the implementation of the nested-loop
scheme, as the control law depends on 1/}5d, which in turn depends on 7ep,,. On the
other hand, the signal 7oy, will now be generated by an outer-loop controller C,p,
which will generally depend on 6. We will see in Proposition 1 how to overcome this
obstacle with the use of a linear filter.

Stability. Let us now analyze the stability of the closed loop. The error equation for
the fluxes is obtained from (34) and (36) as

¥+ RL10)¢ = 0,
where 1& 2 1 — g are the flux errors. Global convergence can be easily established
by considering the storage function”

Hy, = %JR—% >0
whose derivative satisfies

Hy = —0'L7Y0)0 < —aH,

for some a > 0. Hence, ¢ — 0 exponentially fast.
To illustrate the second difficulty in the stability analysis of the nested-loop

. . _ A
scheme, let us turn our attention to the torque tracking error e = Tom — Tems- After
some simple operations, from (35) and (37) we get

'Fem = % {Tz)f«jl/;r + lzfjwrd + u.)rdjl/;a"} .

We have shown above that ¢ — 0 (exp.), and consequently, ¥ — 0. Also, g
is bounded by construction, see (38). Unfortunately, we cannot prove that z/}rd is
bounded, unless 7em, is bounded. In position-speed control, 7enm, is not a prior:
bounded, since it will be generated by C,;. Therefore, C,; must be chosen with care
and a new argument should be invoked to complete the proof. The proposition below
shows that C, can be taken as a linear filter.

4.2.3. Speed Tracking PBC

Main result. A globally stable speed tracking PBC is presented in the proposition
below, whose proof can be found in Ortega et al., 1998.

Proposition 1. The nonlinear dynamic output feedback nested-loop controller

u = Lgisqg + M™%, g 4+ npyMTe?™%0i,q +Ryisa (40)

wsd

7 This function was used in (Martin and Rouchon, 1996a) to give an “implicit observer” inter-
pretation of the PBC controller.
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with
1 L, B3, L, Tn0
ar 1 1 — o9 lem e g
M ( +Rrﬂ*> 2+np637-e dj]e w’!d
g = . , (41)
7_emd 6*
_ T ;
<npﬁ,%j+ R0 2) Yrd
where
~ [ zs ] l is — lsd ]
1= ~ = . . )
(28 Ly — lrd
Temd — Jé*72+TLa
and controller state equations
. R B,
Yrg = <Kgg7—emdj+ Eb) Urd, (42)
i = —az+bd (43)

with é = 0 — 6, and a,b > 0, provides a solution to the speed and rotor fluz morm
tracking problem. That is, when placed in the closed loop with (23) and (24), eqns. (26)
and (27) ensure

lim § =0, lim | ||[¢.] — Bu(t)] =0
t—oo t—oo
for all initial conditions and with all internal signals uniformly bounded.

Extensions.

e Position control. It is easy to see that choosing the desired torque in the con-
troller above as

Temd:[]é**Z*fé+TL (44)

yields global asymptotic position tracking for all positive values of a,b, f. The
proof of global asymptotic rotor flux norm and position tracking follows verbatim
from the proof of the main result above.

e Adaptation of load torque. We can extend the result given in Proposition 1 to
the case of unknown but linearly parameterized load,

TL = nt¢(95 0);

where 1 € R? is a vector of unknown constant parameters and ¢(6, 9) is a
measurable regressor.



Modeling and control of induction motors 121

e Integral action in stator currents. It is common in applications to add an integral
loop around the stator current errors to the input voltages. The experimental
evidence presented Ortega et al., 1998 shows that, indeed, this robustifies the
PBC by compensating for unmodeled dynamics. It is interesting to note that
the global tracking result above still holds in this case.

5. Flatness-Based Control

5.1. Structural Properties of the Model
5.1.1. Complex Form of the Model

For simplicity, we prefer to work with a complex® model instead of the real one given
by (7)—(9). To this end, for any variable z introduce the notation

Leg = Te +]xﬁ07 (45)

where we set ¢ = s or e = r depending on whether one considers a stator or a
rotor variable, respectively. To simplify the proof of flatness, it is useful to consider
some variables in the frame rotating at the speed n,w which is the natural frame to
consider variables of the rotor. In order to distinguish the value of a given variable
between being referenced in the fixed frame and in the rotating frame, we mark the
variable with a tilde when it is given in the rotating frame; otherwise, it is referenced
in the fixed frame which is the natural frame for considering the variable of the stator.

Therefore, eqns. (7a) and (7b) take on the forms

¢, =Lei,+ M’ i, (46a)
¢ =Me i + L0, (46D)
Equations (9) become
d
d%s + RS is = U, (47&)
g -
T R.1, =0, (47b)

respectively. The advantage of considering complex variables will clearly appear in
the sequel. It reduces the number of equations, and changes of frames are simply ac-
complished by multiplying complex variables by an appropriate complex exponential.
We thus have ¢ = gremi’e, Y, = ﬁseml’e, i, =i,e"0 and i, = i.e"",

In this notation the expression for the electromagnetic torque (8) becomes

ny M
_ P i aly*
Tem = T Sm (lsﬂr> . (48)
8 We denote by j the pure imaginary number satisfying 72 = —1. The real part, the imaginary

part and the conjugate of a complex quantity z are respectively denoted by Re (z), Sm (z),
and x*.
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5.1.2. Flatness of the Model

The concept of (differential) flatness was introduced in 1992 and we refer to (Fliess et
al., 1995) for an introduction to this subject. Recall that a (nonlinear) control system
& = f(x,u), where x is the n-dimentional state and « the m-dimentional input, is
(differentially) flat if there exists a set of variables y = (y1,...,¥m) such that:

1. y = A(z,u, 1, ...,u?) for an appropriate integer ¢;
2. =By, 7,...,y") and u=C(y,7,...,y" V) for an appropriate integer 7;
3. the components of y are differentially independent.

A set of variables y with these properties is called the flat output. A strong interest
in flatness stems from the fact that it allows a straightforward solution to the mo-
tion planning problem: in practice, the flat output has a clear physical meaning with
respect to the control objective. This leads to a huge collection of industrial applica-
tions (Fliess et al., 1995). See (Boichot et al., 1999) and (Hagenmeyer et al., 2000) for
flatness-based control regarding other kinds of motors.

The flatness of the model of the induction motor was established in (Martin and
Rouchon, 1996b). We recall the proof in the present notation. Set p = [¢ | and define
6 as the angle such that gr = pe??; therefore § is the angle of the rotor flux with
respect to a fixed frame. Set o = — npf.

A flat output of the induction motor is y = (6, «). As usual, this flat output has
a physical meaning which will simplify the control design: 6 (or its first derivative
w) is the variable to be controlled, and « is the angle of the rotor flux with respect
to a frame rotating at speed npw (recall that n,w is called the synchronous speed).
Notice that & = § — npw is the slip speed, usually only defined on constant speed
operations.

We thus have 1/;7 = 1/) e Y = pei Tt is useful to express the electromagnetic
torque produced by the motor in terms of p and a: using (46b) and (47b) leads to

L, d

(¢~ + R_E@T))

Thus,

i 2, Lrd iy
L, =40, = P )4

and finally, 7em = nprO'z /R,. So the mechanical equation of the induction motor
becomes
1

f
aO— =w-—— 4
JR r’ J JTL (49)

w =

Hypothesis: The torque load is an unknown function of time which can possibly
depend on 0 or its deriwatives, but not on other variables (i, i, gr, e )
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It is obvious that
w=70, (50a)
0 =ny0 + . (50Db)

From (49), p satisfies

=a(0,6,d,7r) (50c¢)

npc

e \/Rr(Jé-f‘fé-f‘TL)

which is a function of the flat output and its two first derivatives. Consequently,
ér = pe’® =b(0,0,a,d, L) (50d)

Continuing the calculations using successively (46b), and (47a), we obtain

- 1 d - .

L=~ ) =6,0% a7, m), (50¢)

. e]’np9 ~ ~ .. .

s = M (yr - LT&T) = d(97 s 79(3),04, o ,Oé,TL,TL), (5Of)

¥, = Loig+ M’ i =e,...,0%,a,... d7,70), (50g)
-, d (@) ®) .

QSZRSQS—F&(QS):]C(G,...,H Q) T T, (50h)

Accordingly, y = (0, «) is a flat output of the induction motor.

5.1.3. Stationary Operation

The most useful frame to study stationary operations of the motor is certainly the
frame of the flux, usually called the dg-frame. We denote by x99 the value of the
variable z in this frame, i.e., 299 = ze=7% = Ze~7*. Then the state-variable complex
model reads as follows:

W= g pth = Sw = 5T, (5la)
1 M
ptaip = —opt+ i, (51b)
T T
d  4qq = M 1 dq 2\ : dq L4
G = s G ) = (at08) %+ e (Glo)

with
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Notice that as p and « are real variables, eqn. (51b) can be splitted into

771 % - dq N — M(\ ; dq
p= TTerTT?Re(gs ) and afTrp\sm(gs ).

A stationary operation at constant speed w, with constant load 7, = 71, is
obtained when 6 = w,t + 0,, @ = a1t + a,, where a; and «, are constant (i.e., the
slip speed is constant). In this case 6 = nyw, + a1 = d; is constant.

As a consequence, (51a) implies that p is constant p = p, and thus, yfq = po-

In turn, (51b) implies that .99 = .99 is constant, and finally, with (51c), so is
w49 =y 9.
= =s0

In conclusion, %r’ i, and wu, are periodical functions of time with pulsation
01 = npw, + a1. To run at a constant speed with constant load, the induction motor
has to be fed by sinusoidal voltages.

Notice that usually the stationary operation is analyzed by imposing u, to be
sinusoidal under constant load and deducing that all electric and magnetic quantities
are periodic and finally, that the speed is constant. Here, with the flatness properties,
we are able to make the reverse analysis, i.e., beginning with the variable to be
controlled and deducing the control.

5.2. Trajectory Generation

By (50a)—(50h) we obtained the expressions for all system variables in terms of the
flat output components and the disturbance 77,. In particular, these expressions allow
us to calculate the control wug,, at least when 77, = 0, for a known mean value 71, of
71, or for an estimated value 77.

As 6% and o® appear in the expression (50h) of the control u,, the induction
motor can only follow trajectories such that ¢t — 6 is everywhere 4-times left- and
right-differentiable and ¢ — « is everywhere 3-times left- and right-differentiable.
The choice of the reference trajectories of ¢ and « is made in order to fulfill the

constraints on all system variables.

For the first component 6 of the flat output, the trajectory is often designed
with respect to the control objective. This corresponds to a known function of time
t+— 0% on a given time interval [t;,t/].

For the second component « of the flat output, the choice of the desired tra-
jectory t — a? is not so obvious because the value of o does not correspond to a
clear control objective. However, this variable gives a degree of freedom in order to
perform a complementary control task. For example, it is possible to minimize the
copper losses in the stator at every constant speed with an appropriate choice of the
value of &: We get ¢ = pe?d = pe?Mpi+2) Qo using (51b), we have

d

@)

1 M .
(o ), +
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At a constant speed w = w,, p = p, and & = a1 are both constant and therefore

iy = 0 (Ti +Ja1) I,
T,2 1
.2 T 2 2
lis|” = M2po (ﬁ +041) .

T,2 R, (fwo + TLo) 1
T, .
M? np o T, to

The magnitude of i, is minimum if a; = 1/7, (see (Chelouah et al., 1996) for more
details).

Between two time intervals on which w is constant, ¢ — a® can be chosen as a
function of w. For example, we refer to Chelouah et al., 1996 for a detailed planning
of the reference trajectories of 6 and « in order to start the motor from rest to a
nominal speed without any singularity® (u,, i, and 4, remain bounded everywhere).

Thus,

jis* =

d

S

5.3. Stabilization around Desired Trajectories

In this section, we present a tracking feedback law which is designed by studying the
stationary operation of the system. We use a singular perturbation approach due to
the good separation of the time scales.

Coupling ér = gre*]npe, i, =i,e7"? and (47b), it is possible to write

d
_(ﬁre_ﬂlpe) + Rrirejnpa = 0,

dt
d —npo npo - N0
e s @ Ry, = 0,
d )
E@T) — mpwy_+ Rei,. = 0, (52)

which is the expression of the electrical equation of the rotor in the fixed frame. The
stationary modes of eqns. (47a) and (52) are

]Sys + Ry, = u,, (53a)
(6 = npw)¥ + Ryd, = 0, (53b)
respectively. As %s =Lsi,+ M3, and %r =Mi,+ L,i,, we have
. 1 )
1, = L_7 (ﬁr - Mlé) ) (54&)
. M .
Y, = L, + I, (QT - Mzs) : (54b)

9 This is an important industrial problem as mentioned by Bartos (1998).
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Equations (53) and (54) lead to

(Rs +j05L5) g +]5%%‘ = Uy,

R'r' . R'r‘ &

—ML—TQS + (L_r + (6 — npw)) ﬁs = 0.
Thus

i, = Zs(w,0)u,, (55a)

¥ = Zp(w,0)u,, (55b)
where

A T Lr y — : M T Lr
Zs(w75) = L / +](6 npw)a Z’!‘(Wa(s) = Ri/
Z Z
and
. R, . R, -M
Z = (Rs +]05Ls> (L_'r + (6 — npw)) + ML_T jéL—S.

Finally, the control law is given by
JL,

s|2 = . B
1, MSm (Z: (w,64) Zy(w, 5d))

u (0% — Kk(w —w?),

where w? = ¢ is the reference trajectory of the angular speed and ¢¢ = a? — npwd

is the reference trajectory of the slip speed. This control does not necessitate a flux
observer.

5.4. Experimental Results

We conclude with the presentation of some experimental results'® of a flatness-based
control scheme. The first experiment (Fig. 4(a)) consists in starting the motor from
rest to its nominal speed. We observe a good tracking for the acceleration motion (the
experimental trajectory is hardly distinguishable from the reference one) and a small
overshoot. Figure 4(b) shows the braking of the motor from its nominal speed to rest.
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