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Advanced Machine Learning Techniques in Data Analysis

Machine learning (ML) addresses the task of exploring the capabilities of algorithms to automatically improve themselves
on the basis of gained experience and data availability, and it is one of the most active and rapidly developing areas of
artificial intelligence. Up to this date, an immense number of ML algorithms have been proposed. Naturally, this does not
mean that there is no room for novel, useful solutions to be introduced. On the contrary, the impressive computing speed
of present day computers allows various computationally demanding tasks to be solved relatively quickly. This, in turn,
attracts scientists to develop and implement their new ML approaches.

This special section presents five research articles that focus on proposing and applying modern ML techniques
and decision algorithms in various data analysis tasks. The authors target the issues of real medical data classification,
group decision-making problems, optimization of a neural network structure in function approximation tasks, object
identification and state detection.

In the article entitled A hybrid two-stage SqueezeNet and support vector machine system for Parkinson’s disease
detection based on handwritten spiral patterns, the authors analyze differences between the spiral trajectory handmade
drawings made by Parkinson’s disease patients and healthy subjects. Such analysis is conducted by creating a hybrid
model composed of the SqueezeNet convolutional neural network for feature extraction and a support vector machine for
pattern recognition. The efficiency of the proposed approach is compared with state-of-the-art models.

The article New transitivity of Atanassov’s intuitionistic fuzzy sets in a decision making model introduces the new
concepts of the transitivity problem of Atanassov’s intuitionistic fuzzy relations in an epistemic aspect. A new optimistic
and pessimistic transitivity among the preference of alternatives considered is proposed. This new transitivity and
intuitionistic fuzzy negations, initiated in optimistic and pessimistic aspects, are then used together with the adequate
aggregation functions for the decision-making model.

The authors of the article A modified particle swarm optimisation procedure for triggering fuzzy flip-flop neural
networks investigate the application of the swarm intelligence-based algorithm in the configuration of the fuzzy flip-flop
neural network. They analyze internal neural network parameters and how they can be adjusted by a particle swarm
optimization (PSO) procedure. Some modifications of PSO are also introduced and utilized in the function approximation
task performed by the neural network.

In the article Forensic driver identification considering an unknown suspect, the potential of using in-vehicle digital
data to capture the natural driving behavior of individuals for their recognition is assessed. For this purpose, a forensic
scenario of a hit and run car accident with a known and an unknown suspect being the actual driver during the accident is
formulated. A workflow for driver identification is created, which allows formulating a one- and multi-class classification
task.

The article entitled An effective data reduction model for machine emergency states detection from big data tree
topology structures presents a system for detecting machine tool anomalies and emergency states through operation data
processing. It incorporates a principal component analysis based effective data reduction solution and the technique for
segmentation of operating machine data relying on dynamic time distortion and hierarchical clustering. In this way,
various signal accident characteristics are computed and used in an effective and robust operating machine detection
system.

As the guest editors of the section, we would like to take this opportunity to thank the authors for their work and effort
while submitting papers to this special publication. We believe that the presented articles will be of great interest and will
make valuable contributions to the development of future machine learning techniques in data analysis. We would also
like to acknowledge all the anonymous referees for their time devoted to reviewing the submitted contributions. Finally,
we would like to express our deep appreciation to Professor Józef Korbicz, the journal’s Editor-in-Chief, for accepting
this special section as well as for his cooperation, support and assistance.
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