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The theory of partially observable Markov decision processes (POMDPs) is a useful tool for developing various intelligent
agents, and learning hierarchical POMDP models is one of the key approaches for building such agents when the environ-
ments of the agents are unknown and large. To learn hierarchical models, bottom-up learning methods in which learning
takes place in a layer-by-layer manner from the lowest to the highest layer are already extensively used in some research
fields such as hidden Markov models and neural networks. However, little attention has been paid to bottom-up approaches
for learning POMDP models. In this paper, we present a novel bottom-up learning algorithm for hierarchical POMDP
models and prove that, by using this algorithm, a perfect model (i.e., a model that can perfectly predict future observations)
can be learned at least in a class of deterministic POMDP environments.
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1. Introduction

The theory of partially observable Markov decision
processes (POMDPs) provides a general framework for
sequential decision making under uncertainty (Drake,
1962; Åström, 1965; Kaelbling et al., 1999). POMDPs
have already been used in various problem domains,
including robot navigation (Theocharous et al., 2004;
Foka and Trahanias, 2007), assistance to elderly people
(Pineau et al., 2003; Hoey et al., 2010), and natural
language dialog management (Roy et al., 2000; Young
et al., 2013). In many studies, however, a model of
the environment is given a priori. Emphasis has been
placed only on how to optimize the policy (i.e., the
action-selection rule) for the given model.

The model-based approach is an important branch
of POMDP research (Sallans, 2000; Theocharous, 2002;
Shani et al., 2005). In this approach, the environment is
assumed to be unknown to the agent, and the agent learns
the model of the environment through experience (i.e., the
history of actions and observations). After learning, the
agent optimizes the policy using the model. Given recent
advances in policy optimization methods (e.g., Spaan and
Vlassis, 2005; Zamani et al., 2012), we can hope that if we
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have a method for learning the model, the optimal policy
can be automatically obtained in the unknown POMDP
environment.

Hierarchical models are useful when the environment
to be modeled is large (Theocharous and Mahadevan,
2002; Youngblood and Cook, 2007). A hierarchical model
typically consists of lower layers, which model some local
structures of the environment, and higher layers, which
model the global relationships among the local structures.
By this mechanism, it can model a large environment
with a much smaller number of parameters than flat (i.e.,
non-hierarchical) models. Therefore, learning can be
easier in hierarchical models.

The introduction of hierarchical POMDPs
(H-POMDPs) (Theocharous and Mahadevan, 2002;
Theocharous, 2002) and the fast learning method for
them (Theocharous et al., 2004) has been an important
attempt to enable learning in large POMDP environments.
In this learning method, H-POMDPs are represented as
dynamic Bayesian networks (DBNs), and these DBNs
are efficiently learned via an expectation-maximization
(EM) algorithm. This method has been successfully
applied to the map learning domain; the models of
large environments were more accurately learned using
H-POMDPs than using flat POMDPs. However, for this

{hideaki, fukumoto, wakuya, tach}@ace.ec.saga-u.ac.jp


598 H. Itoh et al.

method to successfully learn the map, the topology of
the map had to be given a priori. Thus, learning in large
environments without such prior knowledge remains an
unsolved problem.

A possible reason why the learning of H-POMDPs
has been difficult is that the learning method tries to
learn the entire hierarchy simultaneously. A promising
alternative approach for learning hierarchical models is
the bottom-up approach, in which learning takes place in
a layer-by-layer manner from the lowest to the highest
layer. In this approach, the lower layers first learn
local structures of the environment, and then the higher
layers learn the global relationships among the local
structures. We expect that this makes learning more
convenient, because it would be easier to separately learn
the local structures and their relationships than to learn
the entire hierarchy simultaneously. Although we could
consider top-down approaches (where learning begins at
the highest layer), they are difficult to implement because
it is hard to learn the relationships among local structures
prior to learning the actual local structures.

Indeed, in related research fields, the bottom-up
approach has been successfully used in some influential
studies, including those of layered hidden Markov mod-
els (layered HMMs) (Oliver et al., 2004) in the HMM
literature and deep learning (Hinton et al., 2006) in the
neural network literature. In logic network structure
learning (Mihalkova and Mooney, 2007), the bottom-up
approach has been empirically found to be better than
top-down approaches.

In the POMDP literature, however, little attention has
been paid to the bottom-up approach. A notable exception
is the bottom-up learning method that uses data mining
techniques (Youngblood et al., 2005; Youngblood and
Cook, 2007). This method has been successfully applied
to the intelligent home environment domain. However,
the method learns hierarchical HMMs (HHMMs) (Fine
et al., 1998) and converts them to H-POMDPs. Since this
conversion is not always possible, hierarchical POMDP
models cannot always be obtained using this method.

Therefore, in this paper, we present a novel
bottom-up learning algorithm that directly learns
hierarchical POMDP models. We use layers of finite state
machines (FSMs) instead of H-POMDPs.

Furthermore, we prove that, by using this algorithm,
a perfect model (i.e., a model that can perfectly predict
future observations) can be learned in a certain class of
POMDP environments. The fundamental idea behind the
algorithm is that, as each layer is learning, the learning
layer ignores some unimportant parts of the training data
(i.e., the history of actions and observations). More
specifically, in Section 4.2, we prove that the learning
layer can ignore the time periods of the training data
during which full observability is recovered by the lower
layers.

We also provide empirical results by which we
demonstrate how hierarchical models are successfully
learned by the algorithm. We show that, in the problem
domain used for our experiments, many parts (up to
99.2%) of the training data can be safely ignored when
the upper layers are learning. Further, we show that our
algorithm outperformed the DBN-based one for learning
H-POMDPs (Theocharous et al., 2004) in at least this
problem domain.

Thus, the presented algorithm is the first bottom-up
algorithm for directly learning POMDP models that
comes with a theoretical guarantee and empirical
validations regarding its performance.

In this paper, we consider only a subclass of
POMDPs. More specifically, the two constraints
described below are imposed on the environment. The
first constraint is that the environment needs to be a
deterministic POMDP (Littman, 1996; Bonet, 2009),
in which both state transitions and observations are
governed by deterministic functions. Deterministic
POMDPs are less general than standard POMDPs in
which state transitions and observations are determined
by probabilistic functions; however, since the state is
hidden from the agent, learning deterministic POMDPs
remains a difficult task (Holmes and Isbell Jr., 2006).
The second constraint is that the environment cannot
have a specific type of loop structure, which we call
action-observation loops (or ao-loops for short); they are
defined in Section 3.1. Although this constraint also
makes the target environment less general, environments
without ao-loops still include non-trivial problems (as we
present in Section 5). These two constraints are imposed
to simplify the analysis in this paper; it is desired that
these constraints are removed in future studies. This
study lays a firm foundation for future improvements
towards efficient methods for learning hierarchical models
in general POMDP environments.

The rest of the paper is organized as follows. Related
work is discussed in Section 2. After describing the
problem setup in Section 3, we present our learning
algorithm in Section 4, which also includes a proof that
our algorithm can learn a perfect model. Results of
empirical studies are given in Section 5. Section 6
concludes this paper.

2. Related work

There have been various kinds of methods proposed for
learning flat POMDP models, e.g., FSM-based methods
(Dean et al., 1995; Gavaldà et al., 2006), Bayesian
reinforcement learning methods (Poupart and Vlassis,
2008; Ross et al., 2011; Chatzis and Kosmopoulos,
2014), and sample-based methods (Doshi-Velez, 2009;
Doshi-Velez et al., 2015). These are different from our
approach, since they do not construct hierarchical models.
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However, they can be useful for learning each layer of a
hierarchical model. For example, Bayesian reinforcement
learning methods can be used to optimally explore the
partially observable environments. The exploration issue
is also important to our approach, although it is not the
focus of the present paper; in our experiments, we used
a simple policy that selects a random action at any time
while the agent learns the environment.

Our hierarchical model is a multi-layer one (e.g.,
Chang et al., 2003), and each layer can be seen as a kind of
jump process (Kołodziej et al., 2011; Rao and Teh, 2013)
from the viewpoint of the higher layers, in the sense that
the higher layers only occasionally interact with the lower
layer. Indeed, our model is closely related to partially
observable semi-Markov decision processes (POSMDPs)
(White, 1976; Mahadevan, 1998; Lim et al., 2011). A
POSMDP is a semi-Markov model (e.g., Li et al., 2007;
Oniszczuk, 2009; Rusek et al., 2014) equipped with
actions and observations. The relationships between our
model and POSMDPs are described in Section 3.3.3.

Hierarchical models have also been extensively
studied in the field of hierarchical HMMs (HHMMs)
(Fine et al., 1998; Bui et al., 2004; Heller et al., 2009).
HHMMs are different from our model because they do
not take actions into account. An important attempt to add
actions to HHMMs has led to H-POMDPs (Theocharous
and Mahadevan, 2002; Theocharous, 2002; Theocharous
et al., 2004). We compare our model with this technique
in Section 5.

In the reinforcement learning literature, many studies
describe model-free approaches for obtaining hierarchical
controllers (Dietterich, 2000; Barto and Mahadevan,
2003; Hengst, 2011), mostly in fully observable MDP
environments (Kolobov, 2012). These approaches differ
from ours, because they do not construct an explicit model
of the environment. Comparisons between model-based
and model-free approaches are important, but are out of
the scope of this paper.

Studies of automatically discovering hierarchical
POMDP controllers (Charlin et al., 2007; Toussaint et al.,
2008) have some similarities with our study, because
they use hierarchical FSMs. However, they are different
from our study, because they assume that a model of the
environment is given.

3. Problem setup

In this section, we define the environment to be learned,
the goal of the learning, and the agent that learns the
environment.

3.1. Environment. Let the environment be a
deterministic POMDP defined as a tuple E := 〈S,A,O,
δ, γ, s0〉, where

• S := {1, 2, . . . , |S|} is a finite set of states,

a(t)

o(t+1)

s(t) s(t+1)

observation

state

action

Fig. 1. Time slice of the POMDP environment.

• A := {1, 2, . . . , |A|} is a finite set of actions,
• O := {1, 2, . . . , |O|} is a finite set of observations,
• δ : S × A → S is the deterministic transition

function,
• γ : S × A → O is the deterministic observation

function, and
• s0 ∈ S is the initial state of the environment.

As shown in Fig. 1, at each time t = 0, 1, 2, . . . ,
the agent takes action a(t) ∈ A. Then, state s(t) ∈ S is
changed to s(t+1) = δ(s(t), a(t)), and observation o(t+
1) = γ(s(t), a(t)) is given to the agent. For simplicity, we
do not consider rewards (i.e., evaluations of the states) in
this paper.

We assume thatA andO of E are known to the agent;
the other elements of E are assumed to be unknown.

Our algorithm is proven to work when the
environment does not contain a specific type of structure,
which we refer to as action-observation loops (or ao-loops
for short). Before defining ao-loops, we first define the
following two fundamental notions.

Definition 1. (Action-observation sequence) For any
integer n (≥ 1), we call q = (a1, o1, a2, o2, . . . , an, on)
an action-observation sequence if ai ∈ A and oi ∈ O for
all i ∈ {1, 2, . . . , n}.

Definition 2. (→q) Let q = (a1, o1, a2, o2, . . . , an, on)
be an action-observation sequence, and let s and s′ be
two (possibly identical) states in S. We write s →q s′

if, by receiving the action sequence specified in q (i.e.,
(a1, a2, . . . , an)), the state s transitions to s′ emitting the
observation sequence specified in q (i.e., (o1, o2, . . . , on)).

Given these definitions, we can define ao-loops. We
divide our definition into what we call 1st-order ao-loops
(specified as Definition 3 and shown in Fig. 2(a)) and
n-th-order ao-loops (specified as Definition 4, and two
examples shown in Figs. 2(b) and 2(c)).

Definition 3. (1st-order ao-loop) In environment E,
if there exist two different states s and s′ and one
action-observation sequence q such that there is a
transition path s →q s′ →q s′, then we call this path a
1st-order ao-loop.
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Fig. 2. Examples of ao-loops: 1st-order ao-loop, where s and
s′ are two different states (a), 2nd-order ao-loop, where
s and s′ are two different states, too (b), and 3rd-order
ao-loop, where s, s′, and s′′ are three different states (c).
In each figure, all of the action-observation sequences q
are identical to each other.

Definition 4. (n-th-order ao-loop (n ≥ 2)) In
environment E, if there exist n (≥ 2) different
states s(1), s(2), . . . , and s(n) and one action-observation
sequence q such that there is a transition path s(1) →q

s(2) →q · · · →q s(n) →q s(1), then we call this path an
n-th-order ao-loop.

For example, in Fig. 2(b), the state s transitions to
s′ with the action-observation sequence q, and the state
s′ transitions back to s′ with the same action-observation
sequence q. Since such a loop structure would make it
difficult for the agent to distinguish the hidden states, we
consider only environments that do not have ao-loops of
any order in this paper.

Note that a 1st-order ao-loop (Fig. 2(a)) differs
from higher-order ao-loops in the sense that a part of the
transition path does not form a loop. For brevity, we still
call it an ao-loop.

3.2. Goal of learning. In our approach, the goal of
learning is to obtain a model that can perfectly predict the
future. To be precise, we define the term perfect prediction
as follows.

Definition 5. (Perfect prediction) We say that a model
performs perfect prediction at time t if for any given future
action sequence (a(t), a(t+ 1), . . . , a(t+ τ − 1)) of any
length τ (≥ 1) the model correctly predicts the future
observation sequence (o(t+ 1), o(t+ 2), . . . , o(t+ τ)).

Given this definition, we call a model that performs
perfect prediction a perfect model. The agent is therefore
expected to acquire a perfect model through experience
(i.e., via the history of actions and observations).

3.3. Agent. Using a bottom-up approach, the agent
learns a hierarchical model of the environment while
interacting with it.

Figure 3 shows an overview of the bottom-up
learning approach. In what follows, superscripts (e.g., 1
in t10) indicate the layer number. At time t = 0, the agent
begins to interact with the environment. The initial time
period from t = 0 to t = t10 is when the learning of layer
1 takes place. During this time period, the agent gathers

layer 2

0   t   t  t

layer 1

...

time

0
1

0
2

0
3

layer 3

learning         fixed

learning    fixed

learning        fixed ...

...

...

Fig. 3. Overview of the bottom-up learning approach. Each
subsequent layer goes through a learning process and is
then fixed such that layers above will complement the
lower layers.

experience (i.e., actions and observations) and constructs
layer 1, seeking better prediction performance. At time t10,
layer 1 is fixed.

The next time period from t = t10 to t = t20 is when
the learning of layer 2 takes place. During this period,
the agent collects more experience and constructs layer 2,
again seeking better prediction performance. Layer 2
is expected to play a complementary role in making
predictions, i.e., it is expected to learn to predict what
layer 1 cannot predict.

At time t20, layer 2 is fixed, and the learning of
layer 3 begins. This process can be repeated to construct
more layers (4, 5, and so forth), until perfect prediction is
achieved.

In this paper, we consider the case in which
each layer is a finite state machine (FSM), because
perfect prediction can be performed by an FSM for any
deterministic POMDP environment E. It is easy to prove
this fact; we prove it in Section 3.3.2 after we define the
lowest layer of the hierarchical model in Section 3.3.1.

3.3.1. Layer 1. Let the lowest layer, which
we call layer 1, be an FSM defined as M1 :=〈
B1, A,O, U1, P 1, b10

〉
, where

• B1 := {1, 2, . . . , |B1|} is a finite set of internal
states, which we call beliefs,

• A := {1, 2, . . . , |A|} is a finite set of actions,
• O := {1, 2, . . . , |O|} is a finite set of observations,
• U1 := B1×A×O → B1 is a belief update function,
• P 1 := B1 ×A → O is a prediction function, and
• b10 ∈ B1 is the belief at layer 1’s initial time t10.

Here, A and O of M1 are the same sets as those
of environment E. The other entities of M1 (i.e.,
B1, U1, P 1, and b10) are to be set by some learning method
(mentioned in Section 4.1).

The initial time of layer 1, t10, is when layer 1 is fixed
(Fig. 3). After this initial time, layer 1 behaves as shown
in Fig. 4. At each time t = t10, t

1
0 + 1, t10 + 2, . . .,

layer 1 receives action a(t) ∈ A taken by the agent
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Fig. 4. Time slice of the POMDP environment with layer 1 of
the agent.

and predicts the next observation o(t + 1) ∈ O to be
õ(t + 1) = P 1(b1(t), a(t)), where the tilde indicates
a predicted value. After receiving the true observation
o(t + 1) from the environment, layer 1 changes its belief
b1(t) to b1(t+ 1) = U1(b1(t), a(t), o(t+ 1)).

3.3.2. FSM can perform perfect prediction. With
M1 defined, we prove that perfect prediction can be
performed by an FSM as follows.

Theorem 1. For any given environment E and any given
time t (≥ 0), there exists an FSM M1 that performs per-
fect prediction at time t.

Proof. Let B1, U1, P 1, and b10 of M1 be such that M1

simulates environment E; i.e., let B1 be identical to the
environment’s state space S, let U1(s, a, o) be the same
value as δ(s, a) for all s ∈ S, a ∈ A, and o ∈ O, and
let P 1(s, a) be the same value as γ(s, a) for all s ∈ S
and a ∈ A. Let M1’s initial time t10 be t. Let b10
be the environment’s state at t. Then, given any action
sequence (a(t), a(t+ 1), . . . , a(t+ τ − 1)), the sequence
of M1’s belief states (b1(t), b1(t+ 1), . . . , b1(t+ τ − 1))
determined by U1 is identical to that of the environment’s
states (s(t), s(t + 1), . . . , s(t + τ − 1)). Thus, future
observations (o(t+1), o(t+2), . . . , o(t+τ)) are correctly
predicted by P 1. �

As is evident from the theorem above, perfect
prediction can potentially be achieved by layer 1 alone.
If perfect prediction is achieved by layer 1, then no higher
layer is necessary. In practice, however, learning such a
perfect model with a single layer is difficult. Typically,
only some local structures would be learned by layer 1.
Hence, we need higher layers to learn the rest. We define
the higher layers in the next subsection.

3.3.3. Layer 2 and higher. Let the l-th layer (l ≥ 2) be
an FSM defined as M l :=

〈
Bl, Al, O, U l, P l, bl0

〉
, where

• Bl := {1, 2, . . . , |Bl|} is a finite set of belief states,

a(t)

o(t+1)

s(t) s(t+1)

b1(t) b1(t+1)

P1

U1

observation

state

action

belief of
layer 1

b2(t) b2(t+1)
belief of
layer 2

a(t)

o(t+1)

s(t) s(t+1)

b1(t) b1(t+1)

P2

b2(t) b2(t+1)

U2

(a) (b)

Fig. 5. Time slice of the POMDP environment with layers 1 and
2 of the agent. Usually, layer 2 does nothing; o(t + 1)
is predicted by layer 1, and b2(t + 1) equals b2(t) (a).
When necessary, layer 2 gets involved in the prediction
process; o(t + 1) is predicted by P 2, and b2(t + 1) is
determined by U2 (b). Note that in (b) arrows going to
b1(t+1) are omitted, but b1(t+1) is determined by U1

in exactly the same manner as in (a).

• Al ⊂ B1 × B2 × · · · × Bl−1 × A is a finite set of
actions,

• O := {1, 2, . . . , |O|} is a finite set of observations,
• U l := Bl×Al×O → Bl is a belief update function,
• P l := Bl ×Al → O is a prediction function, and
• bl0 ∈ Bl is the belief state at layer l’s initial time tl0.

Here, O is the same set as that of environment E,
and Al is a set consisting of all possible configurations
of the lower layers’ beliefs b1 ∈ B1, b2 ∈ B2, . . . ,
and bl−1 ∈ Bl−1 and action a ∈ A. Al can be
constructed by collecting all of the different values of
vector (b1(t), b2(t), . . . , bl−1(t), a(t)) in the past history
from t = 0 to the most recent value of t. Although the
size of Al may become exponentially large, usually it can
be kept small; we discuss this issue in Section 5.2. The
other entities of M l (i.e., Bl, U l, P l, and bl0) are to be set
by some learning method (described in Sections 4.2 and
4.3).

Layer l is fixed after some time period of learning,
as shown in Fig. 3. Let tl0 (≥ 0) be the time at which it
is fixed. We call tl0 the initial time of layer l. Layer l is
fixed after layer l−1 is fixed; hence, we have tl0 ≥ tl−1

0 ≥
tl−2
0 ≥ · · · ≥ t10 ≥ 0.

We let layer l do some work only when it is
necessary. This is because we want the higher layers to
focus on predicting what the lower layers cannot predict
(see Sections 4.2 and 4.3 for details). To describe how
each layer works, consider, for example, the case of l = 2
(Fig. 5) where t is after t20. In this time period, layer
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belief of
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a(t)

o(t+1)

s(t) s(t+1)

b1(t) b1(t+1)

b2(t) b2(t+1)

a(t+2)

o(t+2)

s(t+2)

b1(t+2)

b2(t+2)

a(t+3)

o(t+3)

s(t+3)

b1(t+3)

b2(t+3)

o(t+4)

s(t+4)

b1(t+4)

b2(t+4)

Fig. 6. Example of four time slices of the POMDP environment with layers 1 and 2 of the agent. In this example, layer 2 gets involved
in the prediction process (as in Fig. 5(b)) at t and t+3, and does nothing (as in Fig. 5(a)) at t+1 and t+2. Each time slice in
this figure is a replication of Fig. 5(a) or (b), but we include the arrows omitted in Fig. 5(b). Only the variables marked using
thick circles directly affect layer 2’s belief b2(·).

1 has already been fixed and is working in the manner
shown in Fig. 4; i.e., at each time t, layer 1 predicts the
next observation o(t + 1) using P 1 and updates its belief
b1(t) using U1. At each time t, layer 2 chooses either to
do nothing (Fig. 5(a)) or to get involved in the prediction
process (Fig. 5(b)). Normally, layer 2 does nothing (Fig.
5(a)); i.e., the prediction of o(t + 1) made by layer 1
becomes the prediction of the whole model (i.e., layers
1 and 2), and the belief of layer 2 remains unchanged
(i.e., b2(t) = b2(t + 1)). When necessary, layer 2 gets
involved in the prediction process (Fig. 5(b)). That is,
layer 2 predicts o(t+1) to be õ(t+1) = P 2(b2(t), a2(t)),
where a2(t) := (b1(t), a(t)). After receiving the true
observation o(t + 1) from the environment, the belief of
layer 2 is updated to b2(t+1) = U2(b2(t), a2(t), o(t+1)).

Next, we restate the above for general l (≥ 2).
Normally, layer l does nothing, and the prediction of
o(t + 1) made by layers 1, 2, . . . , and l − 1 becomes
that of the whole model (i.e., layers 1, 2, . . . , and l).
The belief of layer l remains unchanged; i.e., bl(t) =
bl(t + 1). When necessary, layer l predicts o(t + 1)
to be õ(t + 1) = P l(bl(t), al(t)), where al(t) :=
(b1(t), b2(t), . . . , bl−1(t), a(t)). After receiving the true
observation o(t + 1), the belief of layer l is updated to
bl(t+ 1) = U l(bl(t), al(t), o(t+ 1)).

At each time t, the agent determines whether
layer l should get involved in the prediction
process; this determination is based on the values of
b1(t), b2(t), . . . , bl−1(t), and a(t). Further details are
described in the next section.

We explain the entire process using the example in
Fig. 6. In this figure, there are two layers and four
time slices from t to t + 4. Suppose that, at time t,
the values of b1(t), b2(t), and s(t) have already been

fixed. The agent selects action a(t) in a certain way
(which we do not consider in this paper) and determines
whether layer 2 should get involved, based on the values
of b1(t) and a(t). In the example in Fig. 6, layer 2
gets involved. Consequently, layer 2 predicts the next
observation o(t+1), and after the true observation o(t+1)
is given from the environment, the beliefs of layers 1 and
2 are updated to b1(t + 1) and b2(t + 1), respectively.
At the same time, the state of the environment is updated
to s(t + 1). At time t + 1, the agent selects the next
action a(t+1) and determines whether layer 2 should get
involved, based on the values of b1(t+1) and a(t+1). In
the example in Fig. 6, layer 2 does not get involved, i.e., it
does nothing. The next observation o(t+2) is predicted by
layer 1, and the belief of layer 2 remains unchanged (i.e.,
b2(t+ 2) = b2(t+ 1)). The belief of layer 1 and the state
of the environment are updated to b1(t+ 2) and s(t+ 2),
respectively. The process continues in this manner. In the
example in Fig. 6, layer 2 does nothing at t + 2 and gets
involved at t+ 3.

Our model is related to POSMDPs (White, 1976;
Mahadevan, 1998; Lim et al., 2011). Note that in the
example in Fig. 6 only the variables shown in thick
circles, i.e., b1(·), a(·), and o(·), directly affect layer 2’s
belief b2(·). These variables (b1(·), a(·), and o(·)) can
be considered to obey a jump process in which, given an
action a(t) at time t, layer 1’s belief b1(t) emits o(t + 1)
and changes sometime later to b1(t + τ), where τ = 3 in
this example. This process is not exactly a POSMDP, but
if we include the hidden state variables s(t) and s(t + τ)
and the actions a(t+ 1), a(t+ 2), · · · , and a(t+ τ − 1),
then we obtain a POSMDP in which, given a(t), a(t+1),
· · · , and a(t+ τ − 1), the state of the process (b1(t), s(t))
changes to (b1(t+ τ), s(t+ τ)) emitting o(t+ 1).
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4. Bottom-up learning algorithm

Our bottom-up learning algorithm is shown in Algorithm
1; each step of this algorithm is described below.

4.1. Making M1. The first step of our learning
algorithm (Step 1 in Algorithm 1) is the process of
learning at the lowest layer M1. Although this is an
important first step of the entire learning process, we do
not focus on it in this paper. Any method can be used
to learn M1. For example, the Baum–Welch algorithm
can be used to learn an input–output HMM, which, after
learning, is converted into an FSM by discretizing the
belief space. Alternatively, the FSM’s parameter values
can be directly searched by gradient ascent methods,
genetic algorithms, or other such methods.

4.2. Adding M2 on top of M1. Suppose that M1 has
already been learned and fixed by some method and that
perfect prediction has not been achieved by M1. In this
section, we consider how to add a second layer M2 on top
of M1.

4.2.1. Overview. Before describing the details, we
provide an overview by using an example. Consider a
mobile agent that is learning a map of a building’s layout
shown in Fig. 7(a). This is a grid map, and each cell (�)
is a state hidden from the agent. We suppose that the cells
with the numbers 1–5 represent floors and those with the
number 6 or 7 represent staircases.

Suppose that this map is learned only partially by
M1. For example, let us consider an M1 whose belief
update function U1 is such that belief b1(t) becomes
identical to o(t) when o(t) ∈ {1, 2, . . . , 7} and to b1(t−1)
when o(t) is “no move.” If we use this M1, then b1(t)
is always identical to the number that is observed in the
cell where the agent is located, as shown in Fig. 7(b).
This b1(t) represents the current position in each corridor
or staircase; hence, the model successfully predicts the
future observations as long as the agent moves inside a
corridor or staircase; however, since it does not represent
the exact position within the entire map, the model cannot
always make a correct prediction.

When addingM2 on top ofM1, it would be desirable
if we could ignore the things that have already been
learned by M1 and allow M2 to focus on learning what
has not been learned. In the example illustrated in Fig.
7(b), since M1 has already learned the map of each
corridor and staircase, it would be desirable if M2 could
focus on learning how the corridors and staircases are
connected to each other.

To accomplish this, we must first identify what can
be safely ignored. The idea behind our algorithm is to
ignore the time periods during which full observability is
recovered by M1. In the example shown in Fig. 7(b),

Algorithm 1. Bottom-up learning.

Step 1. Learn M1 by any method.

Step 2. Explore the environment and let the recent history
h be h = (b1ao(t−T +1), b1ao(t−T +2), . . . , b1ao(t)).

Step 3. Find OP transitions by counting N(b1, a, o).

Step 4. Find OPM transitions.

Step 5. Obtain h′ = (b1ao(t1), b
1ao(t2), . . . , b

1ao(tn))
from h by discarding all b1ao(·) associated with the OPM
transitions.

Step 6. Optimize M2 using h′.
Step 7. To construct higher layer M l (l ≥ 3), repeat
Steps 2–6 with b1 and M2 replaced with b1:l−1 and M l,
respectively.

during the time periods when the agent is moving inside a
corridor or staircase, full observability is recovered by M1

in the sense that at each time t, belief b1(t) has sufficient
information for the agent to determine the position within
the corridor (e.g., if b1(t) = 1 holds, the agent knows
that it is located in the leftmost position of a corridor on
some floor). This suggests that during these time periods,
there is nothing left for M2 to learn. We will prove, in
Theorems 2 and 3 introduced in the next section, that these
time periods can be safely ignored when M2 is learning.
It is not necessary forM2 to do anything during these time
periods, and M2 can focus on predicting the observations
at other time steps. Perfect prediction is achieved once the
belief of M2 becomes capable of distinguishing corridors
and staircases, as illustrated in Fig. 7(c).

In the next section, we present a method for
determining the time periods during which full
observability is recovered.

4.2.2. Discarding ignorable parts. As described
above, we wish to ignore time periods during which
full observability is recovered. One important clue for
judging whether full observability is recovered is the pre-
dictability of the observation at the next time step. To be
precise, before we define the notion of predictability (i.e.,
Definition 7), we introduce some fundamental notions
regarding the combined system of environment E and
layer 1.

Definition 6. (Combined POMDP and its extended state)
For any environment E and any FSM M1, we call a
POMDP consisting of E and M1 a combined POMDP.
The state of the combined POMDP is (s, b1) ∈ S×B1 :=
{(s, b1) | s ∈ S, b1 ∈ B1}, which we call an extended
state. The action and observation spaces of the combined
POMDP are the same as those of environment E. The
extended state (s, b1) is changed to (s′, b1′) by action
a ∈ A of the agent, where s′ is the next state of the
environment (i.e., s′ = δ(s, a)), and b1′ is the next belief
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Fig. 7. Mapping a three-story building environment. Map of the
environment; in each cell (�), the agent can move left,
right, up, or down; the number written in each cell is the
observation given to the agent when the agent enters the
cell; if the agent attempts to take an impossible action
(e.g., going up in a cell with the number 1), a different
value indicating “no move” is observed (a). Example of
M1’s belief, in which the number written in each cell is
the value of b1(t) when the agent is located in the cell
(b). Example of M2’s belief, in which the number writ-
ten in each cell is the value of b2(t) when the agent is
located in the cell (c).

of layer 1 (i.e., b1′ = U1(b1, a, o), where o = γ(s, a)).
The observation emitted by the combined POMDP is the
same as that of environment E. The initial extended state
is (s(t10), b

1
0), where s(t10) is the environment’s state at the

initial time of layer 1.

Further, we say that state s co-occurs with belief b1

when the extended state is (s, b1). Given these definitions,
we define predictability below.

Definition 7. (Observation-predictable (OP) transition)
In any strongly connected region of the space of extended
states S × B1, if selecting action a in belief b1 always
results in an identical observation regardless of which
state s is co-occurring with belief b1, then we say that
the pair (b1, a) causes an observation-predictable transi-
tion, or OP transition for short. We write this transition as
(b1, a) →OP b

1′, where b1′ is the next belief after b1 and a.

Note that in Definition 7 we consider only strongly
connected regions of S × B1. This is because the other
(i.e., transient) regions are difficult to learn since the agent
potentially moves through these regions only once.

Whether a transition is OP or not can be judged
from the history that the agent has experienced while
interacting with the environment. This corresponds to
Steps 2 and 3 of Algorithm 1. In Step 2, suppose that
the agent has explored the environment and recorded the
history of M1’s beliefs, actions, and observations up to
time t. Let the belief-action-observation history of recent
T time steps be

h := (b1ao(t−T+1), b1ao(t−T+2), . . . , b1ao(t)), (1)

where b1ao(·) is the abbreviated notation for a tuple
(b1(·), a(·), o(· + 1)). Since OP transition is a notion
regarding a strongly connected region of S×B1, we must
discard initial parts of the experienced history to exclude
the time period before the agent falls into a strongly
connected region. There are multiple ways to do this,
but in the numerical experiments in Section 5 below we
simply discarded the initial 1/10 of the history; i.e., we
set T := 9t/10 in Eqn. (1). By doing this, if t is
sufficiently large, history h includes only the experience
after the agent falls into a strongly connected region.

In Step 3, for every pair of belief b1 ∈ B1 and action
a ∈ A, let N(b1, a, o) for each o ∈ O be the number of
occasions in which o is observed immediately after b1 and
a. We use history h to count N(b1, a, o). If N(b1, a, o) >
0 for only a single observation o and N(b1, a, o) = 0 for
other o’s, then (b1, a) is identified as the pair that causes
an OP transition. Although misidentifications can occur if
history h is too short, correct identifications will be made
after h becomes sufficiently long.

The notion of OP transition introduced above is
an important clue, but it is not sufficient for us to
know whether full observability is recovered. We need
additional notions regarding mutuality, which we describe
below.

Definition 8. (Mutually observation-predictably transi-
tionable) For any two beliefs b1 and b1′ ∈ B1, we
say that b1 and b1′ are mutually observation-predictably
transitionable if we have both (b1, ∃a) →OP b1′ and
(b1′, ∃a′) →OP b

1.

Definition 9. (OPM transition) For any two beliefs b1

and b1′ ∈ B1 and action a ∈ A, if (1) (b1, a) causes
an OP transition to b1′ and (2) b1 and b1′ are mutually
observation-predictably transitionable, then we say that
(b1, a) causes an OPM transition to b1′. We write this
transition as (b1, a) →OPM b1′. If (b1, a) causes an
OPM transition and o is the observation that is obtained
immediately after (b1, a), then we say that (b1, a, o) is
associated with the OPM transition.

Note that in Definition 9 the OPM acronym combines
the observation-predictable transition and the mutually
observation-predictably transitionable beliefs.

Also note that, from Definitions 8 and 9, OPM
transitions can be found using OP transitions. This
corresponds to Step 4 of Algorithm 1.

With these notions defined, we can identify the
time periods during which full observability is recovered
by M1. In history h in Eqn. (1), some elements
b1ao(·) would be associated with OPM transitions, while
others would not. The theorem below states that full
observability is recovered byM1 during the time period in
which every b1ao(·) is associated with an OPM transition.
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Theorem 2. Consider a combined POMDP consisting
of any environment E without ao-loops and any FSM M1.
After the agent falls into a strongly connected region of
S × B1 of the combined POMDP, if there is any time pe-
riod t1 ≤ t ≤ t2 such that every b1ao(t), t ∈ [t1, t2], is
associated with an OPM transition, then for any ti and
tj ∈ [t1, t2+1] we have s(ti) 
= s(tj) ⇒ b1(ti) 
= b1(tj).

Proof. See Appendix. �

The main idea of the proof is as follows. First,
the space of extended states can be partitioned into
blocks, which we call x-blocks; within each block, all
of the extended states are connected by undirected OPM
transitions. Next, we can prove that for any two extended
states (s, b1) and (s′, b1′) within an x-block we have
s 
= s′ ⇒ b1 
= b1′. Additionally, during any time
period t1 ≤ t ≤ t2 such that every b1ao(t), t ∈ [t1, t2],
is associated with an OPM transition, the extended state
(s(t), b1(t)) stays within a single x-block. We can use
these two facts to prove Theorem 2.

Note that the final part of Theorem 2 (i.e., s(ti) 
=
s(tj) ⇒ b1(ti) 
= b1(tj)) means full observability, since
it states that there is no such case in which different states
are confusingly represented by a single belief.

To learn M2, we ignore the fully observable periods
and use only the remaining parts. This corresponds to Step
5 in Algorithm 1. Within history h in Eqn. (1), let ti (i =
1, 2, . . . , n) be the time steps in each of which b1ao(ti) is
not associated with an OPM transition, where t−T +1 ≤
t1 < t2 < · · · < tn ≤ t. We ignore the other time steps
and use

h′ = (b1ao(t1), b
1ao(t2), . . . , b

1ao(tn)) (2)

for the learning process of M2. In the next section, we
prove that this h′ is sufficient for the agent to use to
successfully learn M2.

4.2.3. Optimization of M2. The next step of our
learning algorithm, i.e., Step 6 in Algorithm 1, is to
optimize M2. The optimization is performed such
that M2 can predict, in collaboration with M1, future
observations as correctly as possible.

Before describing the optimization process itself, we
first state how M2 collaborates with M1. As mentioned
in Section 3.3.3, layer 2 either does nothing (Fig. 5(a))
or gets involved in the prediction (Fig. 5(b)) at each
time. We let layer 2 do nothing when (b1(t), a(t)) causes
an OPM transition, whereas we let layer 2 get involved
in the prediction when (b1(t), a(t)) does not cause an
OPM transition. More specifically, layers 1 and 2 work
in collaboration, as shown in Algorithm 2.

In what follows, we assume that, whenever
(b1(t), a(t)) causes an OPM transition, M1 correctly

Algorithm 2. Making predictions via layers 1 and 2 after
t = t20 (see Section 4.3 for layers higher than layer 2).

Do the following at each time t = t20, t
2
0 + 1, t20 + 2, . . . .

Step 1. Layer 1 makes a prediction of the next observation
o(t+1) by P 1. After obtaining the true observation, layer
1’s belief b1(t) is updated to b1(t+ 1) by U1.

Step 2. Layer 2 does either (2a) or (2b), depending on the
value of (b1(t), a(t)).

(2a) If (b1(t), a(t)) causes an OPM transition, then the
prediction of o(t+ 1) made by layer 1 is used as the
prediction of the whole model; M2 does nothing, and
its belief b2(t) remains unchanged (i.e., b2(t + 1) =
b2(t)).

(2b) If (b1(t), a(t)) does not cause an OPM transition,
then the prediction of o(t + 1) made by M1 is
discarded, and the prediction made by layer 2, i.e.,
P 2(b2(t), a2(t)), is used instead, where a2(t) :=
(b1(t), a(t)). Belief b2(t) is updated to b2(t + 1) =
U2(b2(t), a2(t), o(t + 1)) after obtaining the true
observation o(t+ 1).

predicts o(t + 1). We need this assumption because
when (b1(t), a(t)) causes an OPM transition, we adopt
the prediction made by M1 as the prediction of the whole
model (Step (2a) in Algorithm 2). It is easy for M1

to satisfy this assumption, since, by the definition of
OPM transitions, o(t + 1) is uniquely determined when
(b1(t), a(t)) causes an OPM transition.

Using Algorithm 2, perfect prediction can be attained
by M1 and M2, as stated in the following theorem.

Theorem 3. Consider any environment E without ao-
loops and any FSM M1 that correctly predicts o(t + 1)
whenever (b1(t), a(t)) causes an OPM transition. For any
time t after the agent falls into a strongly connected region
of S × B1 of the combined POMDP consisting of E and
M1, there exists an M2 =

〈
B2, A2, O, U2, P 2, b20

〉
that

performs perfect prediction at time t, collaborating with
M1 in the manner described in Algorithm 2.

Proof. See Appendix. �

In the proof provided in Appendix, we prove the
existence of an M2 that performs perfect prediction by
constructing an example.

The above theorem tells us that there exists an M2

that performs perfect prediction, but it does not state
how to learn such an M2. There can be multiple ways
to learn it. In the experiments in Section 5 below,
we used the following method. First, recall that, in
Algorithm 2, M2 must predict the next observation
o(t + 1) when and only when (b1(t), a(t)) does not
cause an OPM transition. Thus, we used the history of
non-OPM transitions, i.e., h′ = (b1ao(t1), b

1ao(t2), . . . ,
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b1ao(tn)) of Eqn. (2), as the training data for M2.
At each time ti (i = 1, 2, . . . , n), we want M2 to
correctly predict the next observation o(ti + 1) given
current belief b1(ti), action a(ti), and previous history
(b1ao(t1), b

1ao(t2), . . . , b
1ao(ti−1)). We optimized the

parameters of M2 such that the prediction is correct in as
many time steps as possible. For parameter optimization,
we used a simple gradient ascent method, which is
described in Section 5.2.

4.3. Constructing M3 and higher layers. Constru-
cting an M2 that performs perfect prediction may still be
difficult to accomplish. If necessary, we can add higher
layers M3, M4, and so on. This corresponds to Step 7 of
Algorithm 1.

Let us begin by considering the case of adding M3

on top of M1 and M2. Instead of two FSMs M1 and
M2, we can consider an equivalent single FSM, which
we denote as M1:2. In M1:2, the belief at time t is
b1:2(t) := (b1(t), b2(t)), the space of the belief states
is B1 × B2, the action space is A, the observation
space is O, the belief update and prediction functions are
defined according to Algorithm 2, and the initial belief is
b1:2(t20) := (b1(t20), b

2(t20)).
Adding M3 on top of layers M1 and M2 is

equivalent to adding M3 on top of the single layer M1:2.
Thus, all of the definitions, theorems, and Algorithm 2 of
Section 4.2 above are valid if we replace M1 with M1:2.
Therefore, Steps 2–6 of Algorithm 1 can be repeated
in exactly the same manner, except that b1 and M2 are
replaced with b1:2 and M3, respectively.

In general, adding M l on top of layers M1,M2, . . . ,
and M l−1 is equivalent to adding M l on top of a single
layer M1:l−1 that behaves in exactly the same way as
layers M1,M2, . . . , and M l−1. Given this, Steps 2–6 of
Algorithm 1 can again be repeated in exactly the same
way, except that b1 and M2 are replaced with b1:l−1 and
M l, respectively. This is Step 7 in Algorithm 1.

As stated in the theorem below, we note that if
b1:l−1ao(t) is associated with an OPM transition, then
b1:lao(t) is associated with an OPM transition. Therefore,
when we create layer l, we do not need all time steps of
the recent history h = (b1:l−1ao(t−T +1), b1:l−1ao(t−
T + 2), . . . , b1:l−1ao(t − 1), b1:l−1ao(t)) in Step 2 of
Algorithm 1; time steps that have been judged by lower
layers 1, 2, . . . , and l − 2 to be associated with an OPM
transition can be safely excluded from h. Thus, the history
h for making M l can become much shorter, reducing the
computational time of subsequent Steps 3–5.

Theorem 4. For any environment E and any l ≥ 2, sup-
pose we have FSMs M1,M2, . . . , and M l that are work-
ing as in Algorithm 2. For any time t ≥ tl0, if b1:l−1ao(t)
is associated with an OPM transition, then b1:lao(t) is as-
sociated with an OPM transition.

Proof. See Appendix. �

The main idea of the proof is as follows. We begin
with the case where l = 2. First, we have a bidirectionality
of OPM transitions. That is, for any b1 ∈ B1 and a ∈
A, if (b1, a) causes an OPM transition to b1′, then there
exists an action a′ ∈ A such that (b1′, a) causes an OPM
transition returning to b1. Next, b2(t) does not change
with an OPM transition. From these two facts, we can
prove Theorem 4 for the case of l = 2. For l > 2, we can
prove the theorem by replacing M1,M2, . . . , and M l−1

in the theorem with an equivalent M1:l−1.

4.4. Time complexity. The time complexity of each
step of Algorithm 1 is as follows.

Step 1 of Algorithm 1 can be accomplished by
any method, and the time complexity depends on the
technique used. Step 2 requires O(|h|) time to store the
training data h. Step 3 requires O(|h|) time to count
N(b1, a, o) from h and O(|B1||A||O|) time to determine
whether each (b1, a) causes an OP transition.

There are multiple ways to find the OPM transitions
in Step 4, but the following is one of the easiest. Let
us consider a |B1| × |B1| binary matrix X . First, we
set all the elements of X to 0. Next, for every OP
transition (b1, a) → b1′ found in Step 3, we set the
(b1, b1′)-th element of X to 1. Note that if two beliefs
b1 and b1′ ∈ B1 are mutually observation-predictably
transitionable (Definition 8), then both the (b1, b1′)-th and
(b1′, b1)-th elements of X are set to 1. Using this matrix
X , each OP transition (b1, a) → b1′ is judged to be an
OPM transition if and only if the (b1′, b1)-th element of
X is 1. Since there are at most |B1||A| OP transitions,
if the memory access to each element of X can be done
in a constant time regardless of |B1|, then we require
O(|B1||A|) time for Step 4.

Step 5 requires O(|h|) time because we must
determine whether each element of h is associated with
the OPM transitions.

Step 6 can be implemented using different learning
methods, each of which may have a different time
complexity. Most methods require at least O(|h′|) time
to process the training data h′ (for example, our simple
greedy search method used in Section 5 requires O(|h′|+
|B2||A2||O|) time for each iteration). Thus, it is important
that we keep |h′| small by ignoring the unimportant parts
of h.

To construct higher layers M l (l ≥ 3) in
Step 7, we must repeat Steps 2–6. For layer l, the
time complexities of Steps 2–6 are O(|h|), O(|h| +
|Bl||Al||O|), O(|Bl||Al|), O(|h|), and (at least) O(|h′|),
respectively. Note that Theorem 4 implies that the length
of h for higher layers can be made much shorter than for
layer 1.
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5. Numerical experiments

5.1. Examples of environments without ao-loops. In
this section, we describe two classes of environments
that have no ao-loops, which we use in the numerical
experiments described in the next section. Note that these
classes are just two examples; there are other classes of
environments without ao-loops.

Example 1. (Two-dimensional grid mazes with special
observations for impossible moves) Let C1 be a class of
environments described as follows. Environment E ∈ C1

is a two-dimensional grid maze environment (e.g., as
shown in Fig. 7(a)). In the maze, the agent can move
via four actions, right, left, up, and down, each of which
brings the agent to an adjacent grid cell. The set of
observations O is divided into two disjoint sets Ostay and
Omove. When the agent takes an action, if the motion
intended by the action is impossible (e.g., moving up from
a cell labeled 1 in Fig. 7(a) is impossible), the agent stays
in the current cell and obtains some observation o ∈ Ostay.
If the motion intended by the action is possible, the agent
moves to the new cell and obtains some observation o ∈
Omove.

Theorem 5. Any environment in C1 does not have an
ao-loop.

Proof. Consider any environment in C1 and any
action-observation sequence q = (a1, o1, a2, o2, . . . ,
an, on) that occurs in the environment. For each action
ai (i = 1, 2, . . . , n) of q, if subsequent observation oi is in
Omove, then we know that the agent’s position is changed
as intended. Conversely, if the subsequent observation
oi is in Ostay, then we know that the agent’s position
is unchanged. Thus, the displacement (Δx,Δy) of the
agent’s position in the maze caused during sequence q is
uniquely determined, regardless of the state in which the
agent is located before q.

Therefore, in any environment in C1, if there are two
different states s and s′ ∈ S and sequence q such that
s →q s′, then we know that (Δx,Δy) 
= (0, 0) for q,
which implies that s′ →q s′ is impossible. Thus, there is
no such path s →q s′ →q s′; i.e., there is no 1st-order
ao-loop. Similarly, we can prove that there are no 2nd- or
higher-order ao-loops. �

Example 2. (Two-dimensional grid mazes of Example 1,
with jumps) In grid mazes, let us call a movement to
a non-adjacent cell a jump. Let C2 be another class of
environments described as follows. Environment E ∈ C2

(e.g., as shown in Fig. 8) is the same maze environment as
Example 1, except that the agent can move to non-adjacent
cells under the condition that if taking action a in state s
causes a jump, then the resultant action-observation pair
(a, o), where o = γ(s, a), should be unique to (s, a), that
is, no other state-action pair should result in (a, o).
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Fig. 8. Environment consisting of three buildings. Each build-
ing is the same as that of Fig. 7(a). The buildings are
arranged in a circle. In addition to the four actions,
right, left, up, and down, there are two actions, which
we call clockwise (CW) and counterclockwise (CCW)
jumps, each of which causes the agent to move to the
neighboring building in the CW and CCW directions,
respectively. These CW and CCW actions are valid only
when the agent is in the bottom-right cell (which repre-
sents the entrance) of each building. After a valid CW
or CCW action, the agent observes the number (i.e., #1,
#2, or #3) of the building to which the agent moved. In
all the other cells, CW and CCW actions are invalid; i.e.,
the agent stays in the same cell and observes “no move.”

Theorem 6. Any environment in C2 does not have an
ao-loop.

Proof. Consider any environment in C2 and any
action-observation sequence q = (a1, o1, a2, o2, . . . ,
an, on) that occurs in the environment. Because of the
condition imposed on the environments in C2, we know
when and from where jumps occur in q. For example, if
(a1, o1) of q is an action-observation pair that is unique to
a jump caused by taking action a1 in some state s, then
we know that a jump occurs in the first time step of q and
that the jump is from the state s.

Let i be the first time step at which a jump occurs
in q (if no jump occurs in q, then the proof of Theorem
5 applies). As mentioned above, we know that the state
s from which the jump occurs at step i is uniquely
determined. In addition, since state transitions before step
i are ordinary (i.e., non-jump) transitions, we know from
the proof of Theorem 5 that the displacement (Δx,Δy)
caused by these transitions is uniquely determined. From
these two facts, we know that the state from which
sequence q starts is uniquely determined.

Therefore, in any environment in C2, there is no
such path s →q s′ →q s′, because in this path q starts
from different states s and s′. Thus, there is no 1st-order
ao-loop. Similarly, we can prove that there is no 2nd- or
higher-order ao-loops. �
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Fig. 9. Results of learning a building environment. Each line
shows the average of 20 runs with different random
seeds. Log-likelihood of the prediction of the next ob-
servation o(t + 1); the solid line is the result of using
layers 1 and 2, whereas the broken line is the result of
using only layer 1. Layer 1 learned from t = 0 to 20,000,
and layer 2 learned from t = 20,000 to 60,000. The opti-
mization of U2 and P 2 was performed every 5,000 time
steps. The dotted line is the result of the DBN-based
learning method (Theocharous et al., 2004) (a). Cumu-
lative CPU time spent in each layer; the broken and solid
lines represent the CPU time spent in layers 1 and 2, re-
spectively. The dotted line is the result of the DBN-based
learning method, in which the actual CPU time is 1,500
times longer than that indicated by the dotted line (b).

5.2. Experiments and results. We tested our
bottom-up learning algorithm in two environments.

5.2.1. Four-story building. One environment is the
same as that of Fig. 7(a), except that there are 4 floors
instead of 3 and that in each floor there are 10 cells
instead of 5. The observations obtained in the staircase
cells are 11 and 12 instead of 6 and 7. Thus, we have
|S| = 46, |A| = 4, and |O| = 13 in this environment
(here, we have |O| = 13 because there are 12 observations
obtained after the agent moves to a different cell and 1 “no
move” observation). This environment belongs to class
C1 in Section 5.1; however, the agent is not aware of this

fact. Further, the agent is not given any prior knowledge
regarding which observations are in Ostay or Omove.

We used two layers in this case. For layer 1,
we prepared B1, U1, and b10 such that the observation
obtained after a successful movement directly becomes
the belief (i.e., as shown in Fig. 7(b)). These are prepared
by hand. Layer 1 learned P 1 only.

For layer 2, we used our learning algorithm. We set
b20 = 1 without loss of generality and set |B2| = 4. The
recent history h in Eqn. (1) was prepared by discarding
the initial 1/10 of the entire history from t = 0 to the
current time. For the learning of U2 and P 2 (i.e., Step 6
of Algorithm 1), we used a simple greedy search method.
More specifically, we repeated the following steps until
convergence was achieved: (1) modify U2 by setting a
different value to a parameter of U2, (2) learn P 2 using
the modified U2, and (3) accept (or reject) the modified
U2 if the rate of correct prediction improved (or did not
improve). The parameter to be modified was selected in
turn. In each experiment, this greedy search was carried
out every 5,000 time steps. For each time the search was
carried out, the same search was repeated 10 times with
different initial parameter values in order to (hopefully)
escape local optima.

The results are shown in Fig. 9. The perfect
prediction was achieved by t = 25,000 (Fig. 9(a)). By
t = 25,000, approximately 90 seconds of CPU time were
spent in layer 1 and 30 seconds in layer 2 (Fig. 9(b)). The
CPU time includes both the time spent for learning and
the time spent for prediction. We used an Intel Core i7 3.4
GHz PC. The program was written in MATLAB.

As shown in Theorems 2 and 3, unimportant parts
of the training data can be safely ignored when layer 2
is learning. For example, at time t = 60, 000 in this
experiment (which is the final time step of layer 2’s
learning period), the length of h in Step 2 of Algorithm
1 was 54, 000, because we discarded the initial 1/10 of the
entire history (see Section 4.2.2 for details). In contrast,
the length of h′ in Step 5 of Algorithm 1 was 4, 080± 275
(mean ± standard deviation of 20 runs). Thus, 92.4 ±
0.5% of the training data were safely ignored.

For comparison, we include results of the
well-known DBN-based method (Theocharous
et al., 2004) in Fig. 9. We used the MATLAB code in the
BNT toolbox (Murphy, 2002). Learning was carried out
every 5,000 time steps after t = 20,000; for each time the
learning was performed, the same learning process was
repeated 10 times with different initial values, in order to
(hopefully) escape local optima. Prediction performance
was slightly better than that of layer 1 (Fig. 9(a)); perfect
prediction was not achieved in all of the 20 runs that we
conducted. The log-likelihood at the final time step (i.e.,
t = 80,000) was statistically significantly lower than
that of layer 2 (p < 0.001, t-test) and marginally higher
than that of layer 1 (p = 0.06, t-test). Further, much
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Fig. 10. Results of learning a 10-building environment: each
line is the average of 20 runs conducted with differ-
ent random seeds. Log-likelihood of the prediction; the
solid line is the result of using all layers 1, 2, and 3, the
broken line is the result of using only layers 1 and 2,
and the dotted line is the result of using only layer 1.
Layer 1 learned from t = 0 to 20,000, layer 2 learned
from t = 20,000 to 60,000, and layer 3 learned from
t = 60,000 to 100,000 (a). Cumulative CPU time spent
in each layer; the dotted, broken, and solid lines repre-
sent the CPU time spent in layers 1, 2, and 3, respec-
tively (b).

CPU time was spent—more than 300,000 seconds by t =
35,000; therefore, we stopped the learning process at t =
35,000. Thus, our method outperformed the DBN-based
approach, at least in this environment. To be fair, we
should note that the DBN-based method is applicable for
learning general stochastic POMDPs. We also note that
there is a possibility that the method can be sped up, as
noted by Wakabayashi and Miura (2012).

5.2.2. Ten four-story buildings. The second
environment is the same multi-building environment as
shown in Fig. 8, except that each building is a four-story
building from Section 5.2.1 above and that there are 10
buildings. Thus, we have |S| = 460, |A| = 6, and
|O| = 23 in this environment (here, we have |O| =

23 because there are 12 within-building observations,
10 building-number observations, and 1 “no move”
observation). This environment belongs to class C2 in
Section 5.1, although this fact is not given to the agent.

We used three layers in this case. Layers 1 and 2 are
exactly the same as those described in Section 5.2.1. For
layer 3, we set b30 = 1 without loss of generality, and we
set |B3| = 10. For the learning of U3 and P 3 (i.e., Step 6
in Algorithm 1), we used the same greedy method as we
did for layer 2.

The results are shown in Fig. 10. Perfect prediction
was achieved by t = 70,000 (Fig. 10(a)). By t = 70,000,
approximately 330 seconds of CPU time were spent by
each of layers 1 and 2, and 80 seconds were spent by
layer 3 (Fig. 10(b)).

Again, as shown in Theorems 2 and 3, unimportant
parts of the training data can be safely ignored when
layer 2 is learning. In this experiment, at time t = 60, 000
(which is the final time step of layer 2’s learning period),
92.2 ± 0.6% of the training data were safely ignored.
Furthermore, as shown in Theorem 4, more of the training
data can be safely ignored when layer 3 is learning. In
this experiment, at time t = 100, 000 (which is the final
time step of layer 3’s learning period), 99.2± 0.1% of the
training data were safely ignored.

Here, we used two “tricks” that made learning more
likely to succeed. Both focus on the learning of layer 2.
The first trick is that, when we carry out the greedy
optimization of U2 and P 2, we try to predict only
observations that occur within the building; when the
observation is a building number (which occurs when the
agent moves from one building to another), we ignore it
by replacing the observation with “no move.” Using this
trick, layer 2 can focus on learning the map within each
building, which indeed resulted in better overall prediction
performance after the learning of layer 3.

The second trick is to try to find M2 such that the
number of possible configurations of (b1(t), b2(t), a(t)) is
minimized. If there are a large number of configurations
of (b1(t), b2(t), a(t)), the learning of layer 3 is difficult.
Thus, keeping the number of configurations small is
important. To find such M2, we compared results of the
greedy optimization of U2 and P 2 (recall that we obtained
10 optimization results using different initial values), and
if there were multiple optimization results with the same
prediction performance, we picked the one that caused the
minimum number of configurations of (b1(t), b2(t), a(t)).

With these two tricks, perfect prediction was
achieved in 20 out of 20 runs; hence, the average
log-likelihood becomes 0 in Fig. 10(a). Without the first
trick, perfect prediction was achieved in 10 out of 20 runs.
Without the second trick, it was achieved in 16 out of 20
runs. With neither of the tricks, it was achieved in 10 out
of 20 runs.
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6. Conclusion

In this paper, we proposed a bottom-up learning algorithm
for deterministic POMDPs and proved that the algorithm
learns a perfect model in a class of POMDP environments,
i.e., deterministic POMDPs without ao-loops. We also
empirically demonstrated how a hierarchical model is
learned via the algorithm.

One key improvement for future study is to extend
our learning algorithm to be applicable to more general
POMDPs. To make it useful for environments that have
ao-loops, one possible approach is to use a loop-detection
method. To make the algorithm applicable to probabilistic
POMDPs, one possible approach is to consider learning
approximate models; notions such as approximately OP
transitions may be useful.

Another important focus for future study is to
consider how to efficiently optimize the policy for the
hierarchical model learned by our algorithm. Although
general POMDP solvers could be used for optimization,
there may be a better solver that exploits the fact that
full observability is partly recovered in each layer of the
model.
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Appendix

In this section, we provide proofs of Theorems 2–4. For
brevity, we write M1’s belief and belief space as b and B,
instead of b1 and B1, respectively.

A1. Proof of Theorem 2

Before proving Theorem 2, we begin with a lemma
regarding bidirectionality of the OPM transitions, as
illustrated in Fig. A1.

Lemma A1. If (b, a) causes an OPM transition to b′,
then there exists an action a′ such that (b′, a′) causes an
OPM transition returning to b.

Proof. Suppose that (b, a) causes an OPM transition to
b′. Then, by the definition of OPM transitions (Definition
9), (b, a) causes an OP transition to b′, and b and b′

are mutually observation-predictably transitionable.
Therefore, by the definition of being mutually
observation-predictably transitionable (Definition 8),
there exists at least one action a′ such that (b′, a′) causes
an OP transition returning to b. This OP transition
is an OPM transition because b and b′ are mutually
observation-predictably transitionable. Therefore, there
exists an action a′ such that (b′, a′) causes an OPM
transition to b. �

Next, we need a definition and a lemma regarding
the extended states. We use the term OPM transition
in the following broader sense: For any action a and
two extended states x = (s, b) and x′ = (s′, b′) such
that x transitions to x′ after action a, we say that (x, a)
causes an OPM transition to x′ when (b, a) causes an
OPM transition to b′.

OPM

b b'
a'

OPMa

Fig. A1. If we have (b, a) →OPM b′, then there exists a′ such
that (b′, a′) →OPM b.
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Fig. A2. Partitioning the space of extended states (s, b) into
x-blocks. Extended states (©) are connected by
transitions (→); some transitions are OPM (→OPM),
while the others are not (a). Partitioned extended states
(b).

Definition A1. (x-block) Let us consider any strongly
connected region of the combined POMDP consisting of
any environment E and any FSM M1. By drawing all
extended states in the strongly connected region and all
transitions between these extended states caused by every
action a ∈ A, we obtain a transition diagram such as
the one shown in Fig. A2(a). From these transitions,
let us keep the OPM transitions and delete all the other
transitions. Let us ignore the directions of the OPM
transitions. Then, we obtain a connection diagram such
as the one shown in Fig. A2(b). In this connection
diagram, the extended states are partitioned into blocks;
within each block, all of the extended states are connected
by the undirected OPM transitions. We call each block an
extended-block, or x-block for short.

Lemma A2. Consider any environment E without ao-
loops and any FSM M1. For any two extended states
(s, b) and (s′, b′) within any x-block of the combined
POMDP consisting of E and M1, we have s 
= s′ ⇒
b 
= b′.

Proof. We prove this by contradiction. Assume that, in an
x-block of the combined POMDP, there are two extended
states,

x1 = (s1, b) and x2 = (s2, b), where s1 
= s2. (A1)

Note that x1 and x2 have different states s1 and s2 ∈ S
and common belief b ∈ B.

First, let us consider the case in which there is a path
or an action-observation sequence q that we can follow
from x1 to x2 via OPM transitions (Fig. A3).

Let the sequence of actions along path q be denoted
by qa, and the resultant observation sequence by qo.
That is, if q = (a1, o1, a2, o2, . . . , an, on), then qa =
(a1, a2, . . . , an) and qo = (o1, o2, . . . , on). Suppose that
the agent in x2 takes the same action sequence qa. Then,
by the definition of OPM transitions, the same observation
sequence qo is obtained; hence, the agent goes to some

s1

b
OPM

s2

x1 x2

OPM

OPM

an x-block

Fig. A3. Case in which there is a path that we can follow from
x1 to x2 by OPM transitions, where x1 and x2 are
defined in Eqn. (A1).

OPM

xA

xB

s

b

Fig. A4. OPM transition from xA to xB .

extended state whose belief is b. We denote this extended
state as x3 = (s3, b).

Here, x3 cannot be identical to x2, because if s3 =
s2, then it is implied that a 1st-order ao-loop s1 →q s2
→q s2 exists, and this contradicts the supposition that
environment E has no ao-loops. Similarly, x3 cannot be
identical to x1, because if s3 = s1, it is implied that a
2nd-order ao-loop s1→q s2→q s1 exists, which again is a
contradiction. Thus, x3 is not identical to either x1 or x2.

Therefore, x1, x2, and x3 are all different from one
another. Suppose that the agent in x3 takes the same
action sequence qa. Then, again by the definition of OPM
transitions, the same observation sequence qo is obtained,
and the agent goes to some extended state x4 = (s4, b).
Here, x4 cannot be identical to x1, because if s4 = s1,
it is implied that a 3rd-order ao-loop exists, which is a
contradiction. Similarly, x4 cannot be identical to x2 or
x3. Thus, x4 is not identical to any of x1, x2, or x3.

Therefore, x1, x2, x3, and x4 are all different
from one another. After repeating this, we find that
x1, x2, x3, . . . , and x|S|+1 (all of them have common
belief b) are all different from one another, where |S| is
the number of states of environment E. However, since
there are only |S| states in environmentE, it is impossible
that x1, x2, x3, . . . , and x|S|+1 are all different.

Therefore, we conclude that there is no such path that
we can follow from x1 to x2 by OPM transitions (*).

We can also conclude, however, that there is a path
that we can follow from x1 to x2 by OPM transitions. To
prove this, we begin by proving that, for any two different
extended states xA and xB , if there is an OPM transition
from xA to xB (as illustrated in Fig. A4), then there is an
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OPM transition from xB back to xA.
The proof is as follows. Suppose that there is an

OPM transition from xA = (sA, bA) to xB = (sB , bB). It
follows that there is an action a such that (bA, a) causes an
OPM transition to bB . Thus, from Lemma A1, there exists
an action a′ such that (bB, a′) causes an OPM transition to
bA. Therefore, there is at least one OPM transition from
xB to an extended state whose belief is bA. We denote
this extended state as xC = (sC , bA). Here, if xC 
= xA,
then we can go from xA to xC(
= xA) by OPM transitions
through xB ; however, going from xA to xC(
= xA) by
OPM transitions is impossible, which can be proven using
the same technique as for (*). Thus, we have xC = xA,
which means that there is an OPM transition from xB to
xA. Therefore, we have proven that if there is an OPM
transition from xA to xB , then there is an OPM transition
from xB to xA.

Thus, OPM transitions between extended states are
bidirectional. From the definition of x-blocks, we
know that any two extended states within an x-block
are connected by OPM transitions whose directions are
ignored. Because of this and the bidirectionality of OPM
transitions, we conclude that there is a path that we can
follow from x1 to x2 by OPM transitions (**).

Since (*) and (**) contradict each other, our initial
assumption is false. �

Given this lemma, it is easy to prove Theorem 2,
which we restate here, omitting superscripts of b1 and B1.

Theorem A1. (Theorem 2 restated) Consider a com-
bined POMDP consisting of any environment E without
ao-loops and any FSM M1. After the agent falls into
a strongly connected region of S × B of the combined
POMDP, if there is any time period t1 ≤ t ≤ t2 such
that every bao(t), t ∈ [t1, t2], is associated with an OPM
transition, then for any ti and tj ∈ [t1, t2 + 1] we have
s(ti) 
= s(tj) ⇒ b(ti) 
= b(tj).

Proof. Since every bao(t), t ∈ [t1, t2], is associated with
an OPM transition, the extended state remains located
within a single x-block from t = t1 to t2 + 1. Therefore,
from Lemma A2, we know that for any ti and tj ∈
[t1, t2 + 1], if s(ti) 
= s(tj), then b(ti) 
= b(tj). �

A2. Proof of Theorem 3

Here we restate Theorem 3, omitting superscripts of b1

and B1.

Theorem A2. (Theorem 3 restated) Consider any envi-
ronment E without ao-loops and any FSM M1 that cor-
rectly predicts o(t + 1) whenever (b(t), a(t)) causes an
OPM transition. For any time t after the agent falls into
a strongly connected region of S × B of the combined
POMDP consisting of E and M1, there exists an M2 =〈
B2, A2, O, U2, P 2, b20

〉
that performs perfect prediction

at time t, collaborating with M1 in the manner described
in Algorithm 2.

Proof. Consider any strongly connected region of S ×B
of the combined POMDP consisting of any environment
E without ao-loops and any FSM M1. Since S and B are
both finite sets, there are a finite number of x-blocks in
this region. Let the number of x-blocks be N . Next, let
us arbitrarily assign a number from 1 to N to each of the
x-blocks, avoiding repetition. Then, we can enumerate the
x-blocks as the 1st x-block, 2nd x-block, . . ., i-th x-block,
. . ., and N -th x-block. In this proof, we call the assigned
number the index of the x-block, and we use i as the
variable that represents the index.

Consider a function f that maps extended state (s, b)
to (i, b), where i is the index of the x-block in which
(s, b) is located. This function f is invertible; i.e., there
exists f−1 such that f−1(i, b) = (s, b). Invertibility holds
because for any x-block i and any belief b, we know from
Lemma A2 that inside the i-th x-block there is only one
state s that can co-occur with b.

Using f , we can construct an M2 that performs
perfect prediction at time t in collaboration with M1,
where t is any time after the agent falls into the strongly
connected region of S × B. In what follows, we describe
how to construct such M2. Note that the M2 which we
construct below is such that its belief b2 is always identical
to the index of the x-block in which the agent is located.

First, let B2 be the set of indices {1, 2, . . . , N}. As
stated in Section 3.3.3, let A2 be the set of possible values
of (b, a), and O be the set of possible observations. Let t20
(i.e., the initial time of M2) be the time to perform perfect
prediction, and let b20 be the index of the x-block in which
the agent is located at time t20.

Next, let us constructU2 and P 2 as follows. Suppose
that, at time τ (≥ t20), the agent is in the i-th x-block with
its layer 1’s belief being b. The state s at time τ is uniquely
determined by f−1(i, b).

The first case we consider is when the agent takes
action a such that (b, a) does not cause an OPM transition.
After action a is taken, the state s is changed to s′ =
δ(s, a), and the agent observes o′ = γ(s, a), by which
layer 1’s belief b is changed to b′ = U1(b, a, o′). Thus,
both s′ and b′ are uniquely determined from i, b, and a.
Therefore, the new x-block i′ in which the agent is located
after taking action a is also uniquely determined from i, b,
and a. This implies that there exists a function U2 that
maps (i, (b, a), o′) to i′. With this U2, layer 2’s belief b2

is always identical to the index of the x-block in which
the agent is located. In addition, if we set P 2 to be the
function that maps i and (b, a) to o′, then observation o′ is
correctly predicted by P 2.

The other case is when the agent takes action a such
that (b, a) causes an OPM transition. In this case, by
definition, the agent remains in the same i-th x-block.
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Since M2’s belief b2 is not changed (i.e., Step (2a) of
Algorithm 2), if b2 is identical to i before taking the action,
then b2 remains identical to i after the action. The fact
that layer 2 does not make a prediction causes no problem
because observation o′ is correctly predicted by layer 1.

Thus, we can construct at least one M2 by which
perfect prediction is achieved. �

A3. Proof of Theorem 4

Proof. Consider the case when l = 2. In this proof, we
denote each value of b1:2ao(t) as b1, b2, a, and o; i.e., we
let (b1, b2) := b1:2(t), a := a(t), and o := o(t). Suppose
that b1ao(t), or equivalently (b1, a, o), is associated with
an OPM transition. Let M1’s belief after the transition be
b1′ = U1(b1, a, o).

First, since M2’s belief b2 is not changed when
(b1, a) causes an OPM transition (i.e., Step (2a) of
Algorithm 2), and since every OPM transition is an
OP transition, we know that ((b1, b2), a) causes an OP
transition to (b1′, b2) (*).

Next, we know from Lemma A1 that, since (b1, a)
causes an OPM transition to b1′, there exists at least one
action a′ such that (b1′, a′) causes an OPM transition
to b1. Since M2’s belief b2 is not changed when
(b1′, a′) causes an OPM transition, and since every OPM
transition is an OP transition, we know that there exists at
least one action a′ such that ((b1′, b2), a′) causes an OP
transition to (b1, b2). Given this and (*), we know that
(b1, b2) and (b1′, b2) are mutually observation-predictably
transitionable (**).

Because of (*) and (**), we know that b1:2ao(t) is
associated with an OPM transition. Thus, the theorem is
proven for the case of l = 2.

For l > 2, we can prove the theorem in the same
way as for l = 2, except that we need to use M1:l−1

instead of M1, where M1:l−1 is a single FSM that
works equivalently to layers M1,M2, . . . , and M l−1 (see
Section 4.3 for details regarding this technique). �
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