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This paper presents research on FPGA based acceleration of HPC applications. The most important goal is to extract a code
that can be sped up. A major drawback is the lack of a tool which could do it. HPC applications usually consist of a huge
amount of a complex source code. This is one of the reasons why the process of acceleration should be as automated as
possible. Another reason is to make use of HLLs (High Level Languages) such as Mitrion-C (Mohl, 2006). HLLs were
invented to make the development of HPRC applications faster. Loop profiling is one of the steps to check if the insertion
of an HLL to an existing HPC source code is possible to gain acceleration of these applications. Hence the most important
step to achieve acceleration is to extract the most time consuming code and data dependency, which makes the code easier
to be pipelined and parallelized. Data dependency also gives information on how to implement algorithms in an FPGA
circuit with minimal initialization of it during the execution of algorithms.
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1. Introduction

Our main goal is to accelerate HPC scientific applications
(Russek and Wiatr, 2005; 2006). In this paper we concen-
trate on our approach to accelerating HPC applications to
FPGA platforms. We try to check the possibilities of au-
tomated porting of HPC source codes to HPRC platforms.
Our main objective is to build a universal tool that could
be used in any scientific application and would enable it
transform this source code to a chosen HPRC platform.

The main application on which we started developing
and testing our system is Gaussian quantum-chemistry so-
ftware. Gaussian is a Fortran application which simulates
chemical molecules. Our working environment is SGI Al-
tix 4700: an SMP system with the RASC (Reconfigurable
Application Specific Computing) platform.

There is a gap between the existing HPC applications
and the new HPC or HPRC hardware platforms which ha-
ve been built. The new hardware platforms very often co-
uld not be used in an optimal way by HPC applications.
The main reason for this is that there is a lack of auto-
mated tools able to port HPC applications to new HPC or

HPRC hardware platforms (Gasper et al., 2003). Since se-
veral HPC platforms with the FPGA were created, some
publications were written which show results of imple-
menting scientific algorithms on such platforms (Kindra-
tenko et al., 2007; Liu et al., 2008). This shows that the
implementation of some scientific algorithms on HPRC
platforms can be faster than on CPUs. The methodology
of speeding up HPC application in implementing single
algorithms is quite inefficient. The huge amount of code
needs automated analysis, transformation and implemen-
tation (Deng et al., 2009). What has to be done first to spe-
ed up HPC application is the extraction of a code suitable
for the FPGA acceleration. Therefore several mechanisms
must be implemented to achieve this goal. These are Loop
Profiler and DFG (Data Flow Graph) Builder. The for-
mer is necessary because research and practical software
knowledge state that 90 percent of the execution time of
programs is spent in loops. The latter is required to extract
the dependency between data.

The paper is organized as follows: Section 2 provides
a description of the hardware platform which our research
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is focused on, Section 3 presents the architecture of our
tool—depicts the functionality and key software module
of the system. Section 4 illustrates DFG Builder. Section
5 elaborates on the main part of our system—Loop Profi-
ler. Section 6 provides a description of how data gathered
by Loop Profiler can be used in the process of further spe-
eding up of software applications. Section 7 and 8 present
conclusions and directions further research, which will be
performed in the near future.

2. Hardware platform

High-performance computing companies such as SGI R©
and Cray Inc. have produced several HPRC platforms.
There are also new vendors on the HPC market including
SRC Computers Inc. and Nallatech Ltd. with their own
HPRC solutions. The SGI solution is in the SGI Altix fa-
mily.

The Altix 4700 series is a family of multiprocessor
distributed shared memory computer systems, and it cur-
rently ranges from 8 to 512 CPU sockets (see Fig. 1). Each
processor has its own local memory as well as the ability
to access very fast memories of other processors by a NU-
MALink connection. NUMALink allows dataflow of 6,4
GB/s. SGI RASC RC100 Blade consists of two Virtex-4
LX 200 FPGAs, with 40 MB of SRAM logically organi-
zed as two 16 MB blocks and an 8 MB block.

Each QDR SRAM block transfers 128-bit data every
clock cycle (at 200 MHz), both for reads and writes. The
RASC communication module is based on an application-
specific integrated circuit (ASIC) TIO, which attaches to
the Altix system NUMAlink interconnect directly. TIO
supports the Scalable System Port (SSP) that is used to
connect the Field Programmable Gate Array (FPGA) with
the rest of the Altix system. The RC100 Blade is connec-
ted using the low latency NUMALink interconnect to the
SGI Altix 4700 Host System. NUMALink enables a ban-
dwidth of 3.2 GB per second in each direction.

Altix 4700 has its own built-in development platform
which gives RASC API the ability to write programs on a
host processor that invoke compiled VHDL source codes
on FPGA circuits. The second possibility of the develop-
ment of HPC application is to use the RC100 Blade to wri-
te the source code in an HLL (see Fig. 2). Mitrion-C is an
HLL which facilitates this process. The Mitrion-C com-
piler generates a VHDL code from the Mitrion-C source.
Then Mitrion sets up the instance hierarchy of the RASC
FPGA design that includes the user algorithm implemen-
tation, the RASC Core Services, and the configuration fi-
les. The design is then synthesized using the Xilinx su-
ite of synthesis and implementation tools. Apart from the
bitstream generated, two configuration files are created:
one describes the algorithm‘s data layout and the stre-
aming capabilities to the RASC Abstraction Layer (bit-
stream configuration file), and the other covers various pa-

rameters used by the RASC Core Services. These files are
required by the device manager to communicate with the
algorithm implemented on the FPGA.

Implementing and invoking the algorithm on RASC
consist of several functions which reserve resources from
the host processor, queue commands and other preparation
steps. The reason behind this is that the optimal structure
of the hardware-accelerated application should contain as
few initializations of the FPGA circuits as possible.

3. Architecture of the system

This section presents modules which are parts of the sys-
tem. The system works on Fortran 77 and Fortran 95 ap-
plications. The source code is written in the Java language.
Figures 3 and 4 describe the main modules and system
classes, respectively.

The design of our system can be divided into three
main parts of functionality. These include:

• Front-end: parses the source code and makes instru-
mentation, takes platform parameters;

• Engine: computes data dependency, analyzes loops,
etc.;

• Back-end: generates the HPC source code with an
HLL.

The input to our system is the source code of the ap-
plication and data about the platform on which the spe-
edup should be done. This is the input to the front-end part
of our system. This part is responsible for parsing the sour-
ce code and the instrumentation code for further profiling.
The automated instrumentation is needed for time measu-
ring of loops execution, the number of iterations counted
and measuring the amount of data used during loop com-
putation. While parsing the source code, the Parser class
creates Loop, Instruction and Variable classes when a lo-
op is recognized. During the creation of these classes the
parsing module invokes the Instrumentator class, which
is responsible for the whole instrumentation of the source
code. The functionality of all these classes is described at
the end of this section. Parsing gives the following infor-
mation:

• extracts loops,

• loop iteration variables,

• list of instructions in a loop,

• sets of data used in loop computation.

After that, the data gathered during parsing are sent
to DFG Builder and Recompiling Module. The latter is
now able to compile the instrumented source code and run
it to gather profiling data.
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Fig. 1. SGI Altix 4700 Host System (SGI Altix 4700 documentation).

Loop DFG Builder, Loop Execution Time Profiler,
Loop Analyzer and Time Estimator are the engines of our
system. These modules gather all the essential data from
which the system can extract parts of code that can be im-
plemented in HLL.

DFG Builder creates graphs with data dependency
inside each loop and data dependency between loops and
loop nesting. Section 4 describes this module. Loop Ana-
lyzer is a system class responsible for analyzing data ga-
thered by DFG Builder, Loop Time and Data Profiler.
This analyzes parallelism in loops and helps loop optimi-
zation (Subsection 6.1). Time Estimator estimates execu-
tion time of loops in FPGA. It measures time as a sum
of

• sending and loading the bitstream to an FPGA (cre-
ated by an HLL),

• sending input data from the host to the FPGA,

• execution time of the algorithm in FPGA (time obta-
ined from the HLL simulator),

• sending output data to the host program.

The chosen parts of the code are input data for the
HLL generator, the last functional block—the back-end
(HLLGenerator). This element generates parts of the HPC
source code chosen by Loop Analyzer. In our case, this is

the Mitrion-C generator. The methodology of generating
Mitrion-C is described in Subsection 6.3.

Our goal was to build a system that can easily be ad-
apted to different HPC platforms. Partitioning the archi-
tecture into the three described parts enables it to adapt
to various HPC applications (replacing the front-end) or
various HPRC platforms (replacing the HLL generator or
the platform parameters).

The main classes of the system are (see Fig. 4):

• Parser: parses the source code of the HPC source co-
de application;

• DFG Builder: builds data flow graphs of loops of the
parsed code;

• Instrumentator: class instrumenting parts of the co-
de, e.g., the execution time of loops, the size of ta-
bles;

• Loop: computes data dependency in a loop;

• Instruction: gives information about each instruction
in a loop, e.g., the types of operation, the input data,
the type of data;

• Analyzer: takes and analyzes the results of Loop Ti-
me Profiler, data dependency from DFG Builder, the
loops data, etc.;
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Fig. 2. RASC FPGA platform design flow (Mohl 2006).

• Estimator: estimates the time and area of chosen
parts of the code implemented in the FPGA;

• Visualizer: visualizes the data flow graph;

• Parameter: class with parameters about the platform
set by the user (e.g., data bandwidth of the link be-
tween the host and the FPGA circuits, SRAM memo-
ry size);

• HLL Generator: inserts an HLL to the chosen spots
of the HPC source code.

4. DFG Builder

As shown in Fig. 3, the hyper profiling module consists
of DFG Builder, which gives necessary information about
data dependency inside the loops and dependency betwe-
en loops. The main purpose of the DFG Builder tool is
to extract data and loop dependency. An example of the
DFG is presented in Fig. 5. In our data flow, graph no-
des are a single operation and edges are input variables.
DFG Builder receives data from the parsing module and
creates from a graph of dependency. It receives a set of
loops identified during the parsing process. Each received
loop has its own list of instructions. The instructions are
delivered with all the operations and variables used.

The dependencies between loops are the most impor-
tant data extractions in the case of HLL (Mitrion-C) map-
ping. As shown in Subsection 6.1, it depends on which
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Loop analyzer and
time estimator

Hardware platform 
specific data

Loop time and data 
profiling module

Compilation and benchmark
execution module

Hardware platform
parameters
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Fig. 3. Hyper profiling tool architecture.

type of Mitrion-C loop will be inserted. Figure 5 shows
only some of the data during the analyzing of the sour-
ce code (performed by Visualizer). The rest of the infor-
mation on data dependency is saved in the log file. DFG
Builder creates a loop call graph. From this graph we can
obtain information about the loop’s nesting, which makes
it possible to ascertain which groups of loops can be im-
plemented at once. Figure 6 shows the results of analyzing
one of the main Gaussian libraries by DFG Builder. ’Sets
of nested loops’ on the X-axis means the type of set found
by DFG Builder, e.g., ‘1’ describes the set with a single
loop, ‘2’ means that set contains two loops that can be im-
plemented at once, etc. The Y-axis describes how sets of
loops are data dependent (wide parallel, partially parallel
or sequential).

5. Loop Profiler

The first step we tried was to extract the code, which co-
uld be hardware implemented, on the FPGA platform was
standard profiling. It reports the percentage of executed
time in each function and subroutine. One of the best pro-
filers used by us to achieve this goal was oprofile. It is
mentioned by Pietroń et al. (2007a; 2007b) that oprofile
gives the best results while profiling the Gaussian appli-
cation. Oprofile, like other standard profilers, gives only
limited results to functions and subroutines. This infor-
mation is insufficient to find the most suitable code that
could be sped up on the FPGA platform. Hence the next
step is necessary. A special tool for hyper-profiling was
built to extract the code for the speedup. The main part of
the hyper-profiling tool is Loop Profiler (see Fig. 7). Loop
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Fig. 5. Generating a DFG graph from the F77 source code.
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profiling is a process which gives information about the
execution time of loops. Apart from the execution time, a
lot of various data can be collected during profiling. Some
other information which can be gathered and used for pa-
rallelizing the code is, e.g., the number of loop iterations
and the number of loop entries. There are two types of lo-
op profiling: static and dynamic. Dynamic loop profiling
(Moseley et al., 2006) is done by dynamic instrumenta-
tion in the executed code, whereas in the case of static
loop profiling instrumentation is done on the source code
of the application. Dynamic loop profiling is compiler in-

dependent and is designed to work with a chosen family
of processors (Moseley et al., 2006). Static profiling, as
presented in this paper, is language dependent.

In the present version of our hyper-profiling tool, lo-
op profiling can be done on Fortran (F77 and F95). Langu-
age loops are instrumented as follows: do, do while. The
module in the case of the Gaussian (f77 source code) ap-
plication implements algorithms which analyze the For-
tran 77 code and instrument the code (see Fig. 7). The
instrumentation of the source code is done to obtain infor-
mation about the execution time of loops. The results of
profiling are saved in formatted files (as shown in Fig. 7).
Apart from this, Loop Profiler gathers information about
data used in the loop’s computations. As Fig. 8 shows, Lo-
op Profiler makes instrumentation for collecting the size
of the input loop’s data. This process is done by monito-
ring (instrumentation) the boundaries of a loop’s iterations
(Subsection 6.2).

The most important data gathered by the loop profi-
ling data module are the following

• number of iterations of each loop,

• number of entries of each loop,

• execution time of each loop,

• size of data used in a loop’s computations.

The Loop Profiler data can be used to speed up the
HPC code in two ways. The first is implementing chosen
loops in the HPRC platform libraries (in the case of SGI
RASC it is the RASClib library), and the second is im-
plementing the loops in an HLL (such as Mitrion-C). This
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Table 1. Mitrion-C loops (Mohl 2006).
Vector List

foreach wide parallel pipelined
for unrolled sequential

process is presented in Section 6. Before using both me-
thods, the data flow graph should be generated as well as
data profiling to find out about the dependency between
loops iterations and data used in loops computing (DFG
Builder and Loop Analyzer), see Fig. 9.

6. Loop profiling for speeding up the HPC
code

As shown in the previous sections, loop profiling is a ne-
cessary step in the process of speeding up HPRC appli-
cations. This section describes further algorithms on loop
and data optimization. It shows how data gathered from
previous modules can be analyzed and used in the process
of speeding up HPC applications. Subsection 6.1 elabo-
rates on loops optimization using (DFG Builder and Lo-
op Analyzer), Subsection 6.2 presents loop data profiling.
Subsection 6.3 describes the process of incorporating the
Mitrion-C language into the HPC source code.

6.1. Loop optimization. There are several methodolo-
gies to optimize loops. The most important are presented
in this section. All of them are included in our system in
DFG Builder and Loop Analyzer. The latter is able to find
such loops and refactor them. Below we show each type
of optimization and provide a short description of the al-
gorithm:

      loopStart1 = dtime(t) 

      DO 30 IM = 1, Nmat

          loopStart2 = dtime(t) 

          DO 10 J = 1, I

10            F(J,IM) = F(J,IM) - A(II+J)

          loopEnd2 = dtime(t)

          loopStart3 = dtime(t)

          Do 20 J = (I+1), NDBF

               IJ = (J*(J-1))/2 + I

20           F(J,IM) = F(J,IM) - A(IJ)

          loopEnd3 = dtime(t)

30      Continue

        loopEnd3 = dtime(t)

        saveData(loopStart1, …)

Function function_name

    

List of loops:

                  time   no_entries   no_iter    nesting               

    loop1    1. 654          28          5023          -       

    loop2    0. 896        5023        6178        loop1

    loop3    0.757         5023        5559        loop1

F77 after instrumentation:

Data gathered:

Fig. 7. Writing results of loop time profiling.

• loop unrolling: increases parallelism within the loop
body, reduces loop overhead per iteration, modifies
the loop step, and appends as many copies to the loop
body as needed;

• loop fusion: reduces redundancy, eliminates loop
overhead and redundant computations by combining
the loops bodies into single loop;

• loop unswitching: removes if statements from within
a loop when the test of the conditional is independent
of the loop;

• loop peeling: enables loop fusion whenever the itera-
tion counts of the candidate loops do not match;

• loop tiling: processes the data of the loop in tiles,
optimization is used to improve data locality.

6.2. Loop data profiling. As mentioned in earlier sec-
tions, the frequency of data transfer from the host proces-
sor to the FPGA circuits and the amount of these data are
critical issues in HPRC platforms. Consequently, it is ne-
cessary to measure and collect information about it while
analyzing the source code. For each loop, data profiling
is performed. This informs us about the amount of data
which must be sent to the FPGA circuit while implemen-
ting the loops. An example of loop data profiling is shown
in Fig. 8. Data reports from loop profiling are necessary to
estimate the execution time of the implemented algorithm
(Time Estimator, Section 3), see Fig. 9.
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     DO  30 IM=1,NMat
         DO 10 J=1,I
10        F(J,IM)=F(J,IM)-A(II+J)
         DO 20 J=(I+1),NDBF
            IJ=(J*(J-1))/2 +!
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         Continue
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Fig. 8. Loop data profiling.

6.3. Automated framework for the insertion of the
Mitiron-C language in HPC applications. FPGA cir-
cuits are programmed using hardware description langu-
ages (the VHDL or Verilog). Apart from the HDL, the-
re are several other tools that enable the compilation of
a code written in a high-level language directly to the
FPGA. These languages include Handel-C, Impulse C
and Mitrion-C. In our system, the HLL is Mitrion-C. The
Mitrion-C source code is compiled by the Mitrion-C com-
piler into a code for the Mitrion processor, followed by
an automatic adaptation and the implementation of the
processor in the FPGA, which targets a specific hardware
platform, such as SGI RASC. This method eliminates the
need for low-level hardware design.

Mitrion SDK consists of a Mitrion-C language com-
piler, an integrated development environment, a data de-
pendency graph visualization and simulation tool, a Mi-
trion Host Abstraction Layer (MITHAL) library, and
the target platform-specific processor configurator (see
Fig. 10). The Mitrion-C source code is compiled into an
intermediate virtual processor machine code. This machi-
ne code can be used by the simulator, the debugger or pro-
cessed by a processor configurator to produce a VHDL
design for the hardware platform. The Mitrion-C pro-
gramming language is an intrinsically parallel language.
Mitrion-C data types, such as vectors, lists, and language
constructs, such as loops, are designed to support the pa-
rallel execution driven by the data dependencies.

The main mechanisms of parallelism are foreach and
for loop constructs. By using them we can achieve paral-
leled or pipelined code execution in FPGA. The type of
Mitrion-C loops and the type of parallelization are shown
in Table 1. Additionally, Mitrion-C has a special API that
can be used to invoke a Mitrion-C bitstream from the C
or the Fortran language (Mitrion-C Host Application Lay-
er). It enables the insertion of the Mitrion-C bitstream into

DFG Builder

Loop profiler

Loop time
profiler

Loop data 
profiler

data dependency inside and outside loops,
common data used by loops, 
amount of data used in loop’s computations

 Execution time of  loops

- analyzing data deliverd by DFG Builder and Loop Profiler
- simulating chosen loops (this able to be parallelized and 
  reusing maximum of data)  in HLL
- chosing parts of code to be implemented in HLL

Loop analyzer and Time Estimator

HLL Generator

- generating delivered source code in HLL

Fig. 9. Functional diagram of Loop Profiler and DFG Builder.

existing C/C++ and Fortran codes, see Fig. 11.
The rules of optimal loops mapping to Mitrion-C ne-

ed further research. One of the first approaches to using
Mitrion-C for implementing an algorithm on Altix SGI
RASC and comparing its execution time to the host pro-
cessor is presented by Kindratenko et al. (2007), but be-
cause of the amount of the code the algorithm was fully
implemented in Mitrion-C manually.

7. Summary

The results gathered from our current research show that
the process of speeding up HPC applications on the FPGA
platforms is quite complex and multi-leveled. Profiling
using standard profilers has shown that this method does
not give good results. Implementing elementary functions
Pietroń et al. (2007), e.g., the exponential function, is also
quite an inefficient methodology to achieve speedup of the
whole HPC application. This is the reason why an auto-
mated loop profiler was created. The architecture of Loop
Profiler is divided into functional modules. This architec-
ture enables adapting the system to various HPC applica-
tions and HPRC platforms. The first module is dependent
on the HPC application language (parsing and instrumen-
tation), the next one is the system’s engine (data and loop
dependency, loop execution time profiling, etc.), the last
one is the HLL generator, which depends on the language
chosen to speed up HPC application.

The loop profiler analyzing data dependency is one
of the most important processes in speeding up the HPC
source code on FPGA. The main reason is that loops are
potentially one of the easiest parts of the code to be pi-
pelined and parallelized. It should be mentioned that loop
profiling without any further analysis of the code is useless
in the case of HPRC applications. Loop profiling with ad-
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character dev_name
integer fpga, proc
integer*1024 user_data_to_read
integer*1024 user_data_to_write

//write data in user_data_to_write which be get by FPGA
to compute

fpga=mitrion_fpga_allocate(dev_name)
proc=mitrion_processor_create(’loop.mitc’)
mitrion_fpga_load_processor(fpga,proc)

mitrion_processor_reg_buffer(proc,param_name,
user_data_to_write,nr_bytes,WRITE_DATA)
mitrion_processor_reg_buffer(proc,param_name,
user_data_to_read,nr_bytes,READ_DATA)

mitrion_processor_run(proc)
mitrion_processor_wait(proc)
//when wait function ends  then possible to read data
generated by Mitrion-C algorithm (loop.mitc)
//reading from user_data_to_read 

Fig. 11. Mitrion-C executed from Fortran.

ditional data gathered, e.g., data dependency and the data
flow, can be used to find a code that can be sped up.

8. Future work

Further research will especially be focused on developing
and improving the automated framework and incorpora-
ting an HLL into existing HPC source codes. In particular,
we will concentrate on improving the methodology and al-
gorithms extracting the source code for the speedup. This
work will focus on improving the time and area estimation
of implementing HLL parts of the code in FPGA. The go-
al of our research is highly innovative because there have

not been any such research results published. The second
aspect of this is that, apart from the existing HLLs such
as Mitrion-C, which make the development of algorithms
dedicated to FPGA faster, there is no effective tool which
can make the insertion of an HLL to the existing HPC so-
urce code and speed it up. In the near future, a comparative
analysis of the automated insertion of an HLL to various
HPC applications will be carried out. The research will al-
so be focused on better estimation of the execution time of
parts of the code chosen to be implemented.

Future work will also be focused on the possibilities
of automated monitoring of the bit-width of data and the
values of variables used in computation. As mentioned
earlier, the amount of data and the bit-width needed for
it in computation are very important issues while imple-
menting algorithms on the FPGA platform.

The next challenge is to widen user interaction with
the system. The system should work in two modes. The
first one should be fully automated and the second one
should allow the user to interact with the system. The user
of the system should have the ability to choose the parts
of source code to be sped up.
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