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In this paper the Sigma-if artificial neural network model is considered, which is a generalization of an MLP network with
sigmoidal neurons. It was found to be a potentially universal tool for automatic creation of distributed classification and
selective attention systems. To overcome the high nonlinearity of the aggregation function of Sigma-if neurons, the training
process of the Sigma-if network combines an error backpropagation algorithm with the self-consistency paradigm widely
used in physics. But for the same reason, the classical backpropagation delta rule for the MLP network cannot be used. The
general equation for the backpropagation generalized delta rule for the Sigma-if neural network is derived and a selection
of experimental results that confirm its usefulness are presented.
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1. Introduction

In nature, selective attention is a mechanism which pro-
vides living organisms with the possibility to sift incom-
ing data to extract information which is most important
at a given moment and which should be processed in
detail (Broadbent, 1982; Treisman, 1960). When lim-
ited processing capabilities do not allow rapid analysis
of the whole scene of visual and other senses, selec-
tive attention can be viewed as a strategy of dynami-
cal input space selection for gaining predefined goals by
the system (e.g., an organism) interacting with a very
complicated environment (Noton and Stark, 1971; Tsot-
sos et al., 2001; Vanrullen and Koch, 2003). Accord-
ingly, selective attention systems are found to be very
interesting from a theoretical point of view, and also as
tools for many practical applications, such as analysis of
large data sets, real time route planning for autonomic
robots in dynamical environments, and dispersed sen-
sor networks control (Desimone and Duncan, 1995; Ol-
shausen et al., 1993; Houghton and Tipper, 1996; Hager
and Toyama, 1999; Stark et al., 2000; Körding and
König, 2001; Gupta, 2008; Indiveri, 2008; Ferguene and
Toumi, 2009; Pedro and Dahunsi, 2011).

As most of the selective attention systems observed
in nature use neuronal control mechanisms, many re-
searchers try to realize selective attention solutions by us-

ing artificial neural networks. Unfortunately, networks
that use higher-order neuron models, such as Sigma-Pi
(Feldman and Ballard, 1982; Rumelhart et al., 1986; Mel,
1990; Olshausen et al., 1993), Power Unit (Durbin and
Rumelhart, 1990) or Clusteron (Mel, 1992), realize only
a very limited set of attentional mechanisms (Neville and
Eldridge, 2002; Weber and Wermter, 2007).

Thus it can be very interesting that selective at-
tention functionality, which seems to effectively mimic
low-level attentional processes observed in humans, was
found in a recently developed simple generalization of the
well-known MLP network called Sigma-if (Huk, 2004;
2006; 2009). However, the Sigma-if neural network
model to be trainable with use of the backpropagation al-
gorithm (typical for MLP) needs a new, generalized form
of the delta rule that will take care of the noncontinuous
character of the aggregation functions of the Sigma-if neu-
rons.

2. Preliminaries

The Sigma-if neural network is a type of synchronous,
feedforward multilayer Artificial Neural Network (ANN)
and possesses selective attention abilities (Niebur et al.,
2002; Huk, 2004; 2006). Such a neural network does not
use separate centralized attention guidance modules. Its
ability to realize low-level selective attention functional-
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ity emerges as an effect of synergy between its hidden,
Sigma-if neurons. Each Sigma-if neuron is a special direct
generalization of a sigmoidal neuron which implements
basic selective attention functionality via input connec-
tions grouping and stepwise conditional input signal ac-
cumulation. This is due to the new neuron’s aggregation
function (Duch and Jankowski, 1999; Huk, 2004).

Formally speaking, N dendrites of the Sigma-if neu-
ron are divided into K distinct groups, by complementing
each i-th input connection with an additional integer pa-
rameter θi ∈ {0, 1, . . . , K − 1}, determining membership
in one of the groups. This allows us to divide the process
of signal accumulation into K steps, where K is a function

of the neuron’s grouping vector θ
T

=[θ1, θ2, . . . , θN ]:

K(θ) =
N

max
i=1

(θi). (1)

During each step k (from 0 to K − 1), the neuron accu-
mulates data belonging to one selected group, such that

θi = k. (2)

Within each k-th group, partial activation Δϕ(k) is
determined as a weighted sum of input signals and the ap-
propriate Kronecker delta:

Δϕk(w, x, θ) =
N∑

i=1

wixiδ(k, θi), (3)

where wi and xi are coefficients of the neuron’s weight
vector w and an input vector x. This process is repeated
until the activation derived from respective groups ex-
ceeds a preselected aggregation threshold ϕ∗. It can be
described by the following recursive formula (vectors w,
x and θ are omitted for clarity):

ϕk =
{

ΔϕkH(ϕ∗ − ϕk−1) + ϕk−1 if k ≥ 0,
0 if k < 0 ,

(4)
where H is Heaviside’s function. This sum is then treated
as the neuronal activation value. The input from remain-
ing (heretofore unconsidered) groups is neglected. Thus,
the form of the aggregation function ϕSigma-if is

ϕSigma-if(w, x, θ) = ϕK(w, x, θ). (5)

In the final stages of determining the output value Y
of the neuron, the function (5) serves as a parameter of the
nonlinear threshold (e.g., sigmoidal) function F :

Y (w, x, θ) = F (ϕSigma-if(w, x, θ)). (6)

It is worth noting that the described model assumes
that the state graph used during signal aggregation is al-
ways a simple directed path of nonterminal nodes corre-
sponding to the accumulation procedure of neural activa-
tion. In a general case, the Sigma-if neuron, besides the

vector of weights w, includes one real parameter for the
aggregation threshold ϕ∗, and an additional vector θ̄ col-
lecting connections with only one nominal coefficient for
each neuronal input connection.

In comparison with MLP neural network training,
searching for a globally optimal set of the Sigma-if net-
work parameters would be very computationally chal-
lenging. This is due to the noncontinuous character of
the Sigma-if neuron grouping vector. While there is no
quick and effective method of global searching for net-
work weights and grouping vectors, one can assume that,
at each Sigma-if neuron, coefficients of the grouping vec-
tor θ are in fact direct functions of the weight vector. In the
work of Huk (2004) the proposed solution is to sort inputs
of a given Sigma-if neuron by their weights, and assign
�N/K� connections with the highest weights to the most
significant group θ1, next �N/K� connections to group
θ2, and so on.

In the above solution, the mutual relationship be-
tween connection weights and grouping vectors allows
an improvement of the backpropagation algorithm by
the application of the self-consistency idea widely used
in physics (Noh et al., 1991; Fonseca et al., 1998;
Raczkowski et al., 2001). To realize that, Sigma-if net-
work training begins with random values of connection
weights and with all connections assigned to the single
group. This assures that at the beginnig of the training
process the network behaves as a multilayer ANN with
sigmoidal neurons, and all of the connections between
neurons are treated as equally important. Then Sigma-if
network connection weights are changed by an error
backpropagation algorithm for ω training epochs without
changes in grouping vectors. After ω training epochs, ac-
tual grouping vectors are computed for all Sigma-if neu-
rons and then connection weights are changed again by
the error backpropagation algorithm for the next ω train-
ing epochs. This process is repeated until the resulting
network meets the stop condition of the backpropagation
method.

Such alternate changes of two mutually dependant
sets of parameters of the Sigma-if model can lead to op-
timization of both weights and grouping vectors even if
changes of only one of these sets (e.g., weights) are di-
rectly guided by a known optimization algorithm. Thus
the only element needed to implement such a process for
a Sigma-if neural network is to know the generalized delta
rule for this model.

3. Backpropagation delta rule for the
multilayer feedforward neural network

It is convenient to show the derivation of a generalized
delta rule for Sigma-if neural network in comparison with
a backpropagation generalized delta rule for the MLP net-
work. Thus, regardless of common knowledge about the
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backpropagation algorithm, first we need to recall ele-
ments of this method (Rumelhart et al., 1986; Korbicz
et al., 1994). This will simplify further parts of the deriva-
tion and will serve as a definition of a common set of sym-
bols.

Let us consider the general case of a multilayer feed-
forward neural network with a full network of connections
between neurons in adjacent layers, and a nondecreasing
and differentiable activation function in individual neu-
rons. To establish the symbols, we assume that every μ-th
learning pattern is a pair containing the input vector xzµ

and the corresponding output vector yzµ. Simultaneously,
consecutive layers of the network are numbered with in-
dex m and values from 1 to M , where layer m consist
of nm neurons. Consequently, the weight of the connec-
tion between the j-th neuron in the m-th layer and the
i-th neuron of the previous layer is written as wm

ji (in the
case of double lower indices, the left subscript is the num-
ber of the neuron in the layer of the number indicated in
the superscript, while the right subscript is the index of
the neuron input). Similarly, the values of the aggrega-
tion function ϕ and the activation function F (ϕ) for the
j-th neuron of the m-th layer are denoted, respectively, by
ϕmµ

j and umµ
j , while for the i-th neuron of the input layer,

which by definition realizes an identity transfer function,
u1µ

i is equal to xzµ
i .

Using the above notation and assuming that all neu-
rons of network hidden layers are sigmoidal (with the ag-
gregation function being a linear combination of input val-
ues and weights connections), we get the output values of
neurons in the form

umµ
j = F (ϕmµ

j ) = F

(
nm∑

i=1

wm
j,iu

(m−1)µ
i

)
. (7)

Operation of the backpropagation algorithm comes
down to a cyclic repetition of four main phases. Using
the designations made above, we can write that in each
t-th cycle of the training process the phases for each μ-th
training vector are as follows:

1. Provide the μ-th training vector for the network in-
puts and determine the value umµ

j of the output of
each j-th neuron, in all layers of the network—from
inputs to outputs (for m = 1,2, . . . ,M ).

2. Calculate the value of the error δMµ
j for each of nM

output neurons and the sum ξµ of their squares.

3. Propagate the output error backward from outputs to
inputs with calculation of errors δmµ

j for all neurons
in hidden layers (for m = M, M − 1, . . . , 2).

4. Modify connection weights, starting from the output
layer and ending in the input layer, according to the
generalized delta rule for sigmoidal neurons and with

the formula

w
m(t+1)
ji = w

m(t)
ji + Δwm

ji . (8)

After presenting all the training vectors the stopping con-
dition of the algorithm is checked and, if it is not met, all
the above steps are repeated in the next training cycle.

Leaving aside the question of the maximum allow-
able number of algorithm cycles, a typical backpropaga-
tion stopping condition is to determine whether the neural
network output error for all vectors is lower than a given
threshold. The network output error for a given μ-th train-
ing vector is a sum of squares of output neuron error val-
ues, given by the formula

ξµ =
1
2

nM∑

j=1

(yzµ
j − uMµ

j )2. (9)

We can thus define an error created in the j-th neuron of
the m-th layer as

δmµ
j = − ∂ξµ

∂ϕmµ
j

, (10)

which can be converted to the form

δmµ
j = − ∂ξµ

∂umµ
j

∂umµ
j

∂ϕmµ
j

= − ∂ξµ

∂umµ
j

F ′(ϕmµ
j ). (11)

For the output layer we can directly write

∂ξµ

∂uMµ
j

= −(yzµ
j − uMµ

j ). (12)

In the case of hidden layers, an analogous partial
derivative is, however, a bit more troublesome to calculate,
due to the complexity of the dependence of ξµ on umµ

j .
To perform necessary transformations, one should use the
dependence of the neuron aggregation function ϕ

(m+1)µ
l

in layer m + 1 on the value of umµ
j . But by taking into

account all contributions of the corresponding changes in
aggregation functions to the change in the network error,
and by using the chain rule of differentiation of composite
functions, we obtain

∂ξµ

∂umµ
j

=
nm+1∑

l=1

∂ξµ

∂ϕ(m+1)µ
l

∂ϕ
(m+1)µ
l

∂umµ
j

. (13)

Recalling now (10) and performing the differentiation of
(7) with respect to umµ

j , we can finally write

∂ξµ

∂umµ
j

= −
nm+1∑

l=1

δ
(m+1)µ
j w

(m+1)µ
lj . (14)

On the basis of Eqns. (11), (12) and (14), we can as-
sign each neuron of a multilayer network a suitable output
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error value. For the output layer, the error of the neuron
output is given by

δMµ
j = F ′(ϕMµ

j )(yzµ
j − uMµ

j ), (15)

and in the case of hidden neurons their output error has
the form

δmµ
j = F ′(ϕmµ

j )
nm+1∑

l=1

δ
(m+1)µ
j w

(m+1)µ
lj . (16)

However, to specify the relevant rule of changing
connection weight wm

ji in the direction of the error gra-
dient in the space of weights, which would provide im-
proved network operation in the next step of the training
algorithm, we have to determine the value of the expres-
sion

Δwm
ji = −η

∂ξµ

∂wm
ji

= −η
∂ξµ

∂ϕmµ
j

∂ϕmµ
j

wm
ji

. (17)

Equation (7) shows that the second partial deriva-
tive occurring on the right-hand side of (17) is equal to
u

(m−1)µ
i . Moreover, its first partial derivative on the basis

of (11) can be written as

∂ξµ

∂ϕmµ
j

=
∂ξµ

∂umµ
j

∂umµ
j

∂ϕmµ
j

= −δmµ
j . (18)

Thus, we finally get a generalized form of the delta rule:

Δwm
ji = ηδmµ

j u
(m−1)µ
i , (19)

while for the output neurons it is expressed as

ΔwM
ji = ηu

(M−1)µ
i F ′(ϕMµ

j )(yzµ
j − uMµ

j ) (20)

and for hidden neurons as

Δwm
ji = ηu

(m−1)µ
i F ′(ϕmµ

j )
nm+1∑

l=1

δ
(m+1)µ
j w

(m+1)µ
lj .

(21)
As the effect of the use of the above set of expres-

sions, in each cycle of the backpropagation algorithm the
neural network parameters are changed in the direction of
the largest possible decrease in the error function. As a re-
sult, repeated presentation of all training vectors (at each
cycle, if possible, in different order) leads to local mini-
mization of the error function, while the size of the opti-
mization steps is steered by the parameter η, often called
the learning factor.

4. Generalized delta rule for the Sigma-if
neural network

For a multilayer Sigma-if neural network, the first two
phases of the backpropagation algorithm—computation

of the network output values and determination of neu-
rons’ output errors—almost do not change in compari-
son with a multilayer ANN with sigmoidal neurons. The
method of calculating the error components δMµ

j for the
output layer and the μ-th training vector remains un-
changed as a result of the independence of the derivative
of (10) of the form of aggregation functions of network
output neurons. As a result, the function (9), determin-
ing the mean square error over all outputs of the neural
network, remains unmodified. In turn, the main differ-
ence in Sigma-if network training is the need to memorize
for each j-th Sigma-if neuron in the m-th layer the num-
ber k∗mµ

j of groups of input connections activated during
its output computation for the μ-th training vector. Thus,
looking one more time at the definition (5) we can for-
mally write that in an interesting case of low-level selec-
tive attention, when not all input connections are used to
compute neuron output value,

∃ k∗mµ
j < K : ϕk∗mµ

j
(w, x, θ) ≥ ϕ∗. (22)

The values k∗ are also essential for proper execu-
tion of the error backpropagation procedure, as they keep
information about which input connections of the given
neuron influenced its output for the given training vec-
tor. These values also allow rewriting the definition of
the Sigma-if aggregation function (5) in the non-recursive
form:

ϕSigma-if(w, x, θ) =
k∗∑

k=1

Δϕk(w, x, θ)

=
k∗∑

k=1

N∑

i=1

wixiδ(k, θi),

(23)

which is useful in practical implementations and, which
is more important, it will be needed during further formal
transformations.

Due to the use of the aggregation function ϕSigma-if

during the error backpropagation phase, the method of de-
termining the errors in the output neurons undergoes a for-
mal change. It can be shown for the aggregation function
given by the expression (23), by replacing the number of
neuron inputs N and neuron input values xi with the num-
ber nm of neurons in the previous layer m and their out-
put values umµ

j , respectively, and by calculating again the
derivative (13) (in the case of double lower indices, the
left subscript is the number of a neuron in the layer of the
number indicated in the superscript, while the right sub-
script is the number of the neuron input; for simplicity, the
‘Sigma-if’ subscript of the aggregation function is further
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omitted):

∂ϕ
(m+1)µ
l

∂umµ
j

=
∂

∂umµ
j

k
∗(m+1)µ
l ∑

k=1

nm∑

i=1

(
wm+1

l,i umµ
i δ(k, θm+1

l,i )

)
.

(24)

Hence, after expanding the sum over k and perform-
ing the differentiation of the right-hand side, the above
equation takes the form

∂

∂umµ
j

(
nm∑

i=1

wm+1
l,i umµ

i δ(1, θm+1
l,i ) + . . .

+ · · · +
nm∑

i=1

wm+1
l,i umµ

i δ(k∗(m+1)µ
l , θm+1

l,i )

)

= wm+1
l,j δ(1, θm+1

l,j ) + wm+1
l,j δ(2, θm+1

l,j ) + . . .

+ · · · + wm+1
l,j δ(k∗(m+1)µ

l , θm+1
l,j ).

(25)

Then, by factoring out the common weight terms, we can
write

∂ϕ
(m+1)µ
l

∂umµ
j

=wm+1
l,j

k
∗(m+1)µ
l ∑

k=1

δ(k, θm+1
l,j ). (26)

However, the sum of Kronecker deltas appearing on
the right-hand side of (26) may take only two values: one
when the j-th input of the l-th neuron belongs to one of
the groups active during signal aggregation for the vector
μ, and zero otherwise. In the first case, the component
of the θm+1

l,j grouping vector assigned to the j-th input
connection is less than or equal to the number of active
groups k

∗(m+1)µ
l , and in the second one it is greater than

this value. This allows us to conclude that

∂ϕ
(m+1)µ
l

∂umµ
j

= wm+1
l,j H(k∗(m+1)µ

l − θm+1
l,j ). (27)

Finally, by applying the derivative calculated in this
way to (13), one can determine the formula for the out-
put error of j-th neuron in the m-th hidden layer of the
Sigma-if neural network (based on (11)):

δmµ
j = F ′(ϕmµ

j )

·
nm+1∑

l=1

(
δ
(m+1)µ
l wm+1

l,j H(k∗(m+1)µ
l − θm+1

l,j )

)
,

(28)

where the parameter l enumerates consecutive neurons in
layer m + 1.

The above expression differs from the corresponding
formula (16) for the multilayer feedforward network with

sigmoidal neurons only by the appearance of the Heavi-
side function. Due to this change, when not all inputs of
the Sigma-if neuron are involved in determining its output
value, during the backpropagation phase the error is prop-
agated only by the connections that were used. However,
this is fully consistent with the idea of the backpropaga-
tion algorithm. Neuron connections inactive during the
aggregation of the input signals, despite non-zero weights
and availability of signals, do not make any contribution
to the activation of a neuron, and consequently, they do
not influence the Sigma-if neurons output error values.
Thus the weights of inactive connections should not be
changed.

To determine the general rule of weight modification
in the network of Sigma-if neurons, one should calculate
the expression (17) with the use of Eqn. (28). Therefore,
the following derivative requires consideration:

∂ϕmµ
j

∂wm
j,i

=
∂

∂wm
j,i

k∗mµ
j∑

k=1

nm∑

i=1

wm
j,iu

(m−1)µ
i δ(k, θm

j,i). (29)

However, it is easy to note the similarity between the
above expression and the formula (24). By analogy, with-
out unnecessary transformations, we get

∂ϕmµ
j

∂wm
j,i

=u
(m−1)µ
i H(k∗mµ

j − θm
j,i). (30)

As a result, the generalized delta rule specifying the
change in the weight value of the i-th input of the j-th
neuron in the m-th Sigma-if network layer takes the form

Δwm
j,i =ηδmµ

j u
(m−1)µ
i H(k∗mµ

j − θm
j,i), (31)

where u
(m−1)µ
i is the output value of the i-th neuron in

m-1 layer for training vector μ, and η is a learning factor.
Finally, after taking into account the relevant formu-

las for errors of different elements of the Sigma-if net-
work, the generalized delta rule for the output layer of its
neurons is given by

ΔwM
j,i

= ηu
(M−1)µ
i H(k∗Mµ

j − θM
j,i)F

′(ϕMµ
j )(yzµ

j − yµ
j ),

(32)

while its counterpart for the hidden layers of Sigma-if neu-
rons is

Δwm
j,i

= ηu
(m−1)µ
i H(k∗mµ

j −θm
j,i)F

′(ϕmµ
j )

·
nm+1∑

l=1

(
δ
(m+1)µ
l wm+1

l,j H(k∗(m+1)µ
l − θm+1

l,j )

)
.

(33)

The Heaviside function appearing in the expression
(31) can be viewed as a mechanism that counteracts un-
necessary modifications of the network structure in those
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parts which are not used for determining the output values
of individual neurons for a given training vector. Thus,
both in the hidden and the output layer, the weights of
connections that were inactive during the process of input
signals accumulation are not modified.

5. Results of experiments

The generalized delta rule for the Sigma-if neuron and its
conditional aggregation function presented above was ad-
ditionally examined by verification of the whole Sigma-if
network properties using example classification tasks of
selected benchmark problems of the UCI Machine Learn-
ing Repository. During tests, simulated Sigma-if neural
networks were compared with MLP networks with the
same architectures (one hidden layer, the number of neu-
rons in layers dependent on the solved problem—see fig-
ures below). Their generalization abilities were addition-
ally analysed against the best results of other machine
learning classification methods (see, e.g., Huk, 2006). As
the sigmoidal neuron is a special case of a Sigma-if neu-
ron, multilayer networks with sigmoidal neurons were
simulated by Sigma-if networks with the number of in-
puts groups K of all Sigma-if neurons set to one. In all
cases, standard input signal coding was used, output cod-
ing was bipolar and answers of the neural network were
computed in the winner-takes-all manner.

Along with classification accuracies u for training
and γ for test data, properties such as the neural network
data processing time τ as well as hidden connections and
network input activity (designated by hca and nia, re-
spectively) were considered. Hidden connections activ-
ity hca and network inputs activity nia were used to rep-
resent the percentage ratio of the number of hidden and
input connections used during data processing, compared
with all of the network’s hidden and input connections,
respectively. These parameters allowed checking if hid-
den Sigma-if neurons use their selective attention ability
in practice. For the completeness of the analysis, for each
given problem and trained network, the percentage of all
inputs used to classify all test vectors niu was calculated.
This was important in order to determine if selective atten-
tion functionality is also realized at the level of the whole
Sigma-if network. All measured values were calculated as
averaged outcomes of ten independent 10-fold cross vali-
dations.

To precisely check how selective attention abilities
of the Sigma-if network influence the properties of the re-
sulting models, beside generalization γ of the networks
that were final results of each training, classification per-
formance was measured also for each network model gen-
erated in each step of backpropagation during validation
steps. This allowed finding out how selective attention
changes maximal classification accuracy of test data (γm)
reachable by the networks generated during one average

training. For networks with the greatest γm, also clas-
sification accuracy for training data (um) was measured.
Again, to reduce the influence of initial network weights
selection on the results, all classification accuracies were
averaged for all steps of ten independent 10-fold cross
validations. It must be stressed that classification perfor-
mance of networks measured during backpropagation was
not used to control the training process. The reason to col-
lect additional data was checking for possible unpredicted
influence of using Sigma-if neurons on the course of the
training process.

During experiments, also the average data process-
ing time τ of the input vector for all trained networks was
measured to check relative data processing costs of MLP
and Sigma-if networks. All time measurements were con-
ducted on a single dedicated computer with a 2.6 GHz
processor. Regardless of the very precise time measure-
ment procedure used, actual timings on other hardware
setups may vary considerably. But the presented results
can still be used to show the order of possible gains for
time-critical applications if the Sigma-if network is used.

Other parameters, such as the aggregation thresh-
old ϕ∗ and the grouping vector actualization interval ω,
were set to 0.6 and 25, respectively, following prelimi-
nary tests. During those tests, also the number of hidden
neurons for each problem was preselected to the value
for which a multilayer feedforward neural network with
sigmoidal neurons achieved the lowest average general-
ization error during ten independent 10-fold cross valida-
tions. The backpropagation stop condition, identical in all
experiments, was using two constant thresholds to check
if the training algorithm reached given the classification
accuracy of training data or the maximal number of 8000
training epochs.

The obtained results indicate that increasing the num-
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Fig. 1. Time of Sigma-if network output signal generation τ , the
classification accuracies of training and test data for the
final (u and γ) and for the best networks obtained (um

and γm) for the Sonar problem vs. the number of hidden
neuron input connections groups K (network architec-
ture: 60 inputs, 30 hidden neurons, 2 outputs).
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Fig. 2. Time of Sigma-if network output signal generation τ ,
the classification accuracies of training and test data for
the final (u and γ) and for the best networks obtained
(um and γm) for the HeartC problem vs. the number of
hidden neuron input connections groups K (networks ar-
chitecture: 28 inputs, 10 hidden neurons, 2 outputs).

ber of Sigma-if neuron input groups K to more than one
results in an increase in generalization γ and classifica-
tion accuracy of test data γm of the best networks obtained
during trainings. At the same time one can observe a si-
multaneous decrease in the overall data processing time τ .
The drawback here is a decrease in the classification accu-
racy of training data u also visible in the case of the best
generated networks (parameter um). Typical examples of
such dependencies, for small and medium size benchmark
problems such as Wine, Votes, Crx or Wisconsin Breast
Cancer, can be observed for the Sonar and HeartC prob-
lems, which are presented in Figs. 1 and 2 (as the number
of input connections groups K is discrete, values in the
presented figures are connected with lines only to ease the
analysis of the results). For larger problems, e.g., Adult
and Mushroom (Figs. 3 and 4), the increase in γ and γm

for given parameters is at most small and can be observed
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Fig. 3. Time of Sigma-if network output signal generation τ , the
classification accuracies of training and test data for the
final (u and γ) and for the best networks obtained (um

and γm) for the Adult problem vs. the number of hidden
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ture: 105 inputs, 4 hidden neurons, 2 outputs).
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Fig. 4. Sigma-if network activity of hidden connections hca,
the classification accuracy of test data for the final (γ)
and the best networks obtained (γm) for the Mushroom
problem vs. the number of hidden neuron input con-
nections groups K (network architecture: 125 inputs, 2
hidden neurons, 2 outputs).

only for numbers of input groups K less than five. The ob-
served decrease in the classification accuracy of training
data is most probably caused by the fact that it is harder
to learn when the neuron’s input space is changed every
ω epoch. It should also be remembered that, especially
for neural networks with a larger number of inputs, a low
value of the aggregation threshold ϕ∗ can have significant
influence on the network performance both on training
and test data, indirectly setting a strong limit on the num-
ber of network inputs being processed for greater values of
K . In the case of the Mushroom data set for K = 11, the
increase of ϕ∗ from 0.6 to 1.8 resulted in an increase of the
average values of u, γ and γm to 99.3±0.9%, 99.4±0.7%
and 99.8±0.7%, respectively, while average values of the
activity of hidden connections hca, the activity of network
inputs nia and the number of inputs niu used were still as
low as 11 ± 4%, 20 ± 7% and 52 ± 9% (cf. Figs. 4 and
9). Thus by tuning parameters of the Sigma-if network to
the problem size one can achieve very good results also
for big data sets.

However, and more importantly, for all benchmark
problems considered, the obtained increase in the classi-
fication accuracy of test data (γ and γm) is a result of re-
jecting redundant or noisy signals from processed data and
the consequence of the reduction of problem complexity
by decreasing its dimensionality. Another source of such
properties of the Sigma-if network is splitting the initial
problem into a set of K subproblems due to multi-step,
conditional generation of neurons outputs. In turn, a de-
crease in the network’s outputs generation time τ is caused
by reduction of the network’s hidden connections activity
hca (see Fig. 5 for Sonar and Fig. 6 for Votes problems).

It is also worth noting that the visible increase in the
HeartC data processing time τ , for K greater than seven
inputs groups, is the effect of a linear increase in the time
cost connected with the existence of additional instruc-
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tions for processing the grouping vector θ. This factor can
be easily seen for all benchmark problems considered for
the numbers of groups K greater than the given number
of network inputs. Without it, the data processing time
would semi logarithmically decrease with rising K . This
reflects the character of the changes of Sigma-if network
hidden hca and input connection activities nia as a func-
tion of K , which can be observed for the Votes problem
in Figs. 6 and 8. Therefore the obtained strong reduction
of hidden connections activities confirms earlier conclu-
sion that the data processing time reduction is connected
with Sigma-if neurons’ selective attention abilities, which
can be observed also for large problems in Figs. 7 and 9
(Adult and Mushroom problem, respectively). All this is
clear evidence that Sigma-if neurons use selective atten-
tion, and that this can reduce the generalization error level
as well as data processing costs.

The conducted experiments disclose also that for a
Sigma-if model generated with the use of the presented
training method, selective attention can be observed on the
level of the whole Sigma-if network. The analysis of re-
sults indicates (Figs. 7–9) that, when a significant decrease
in network input activity nia occurs, one can expect a
simultaneous reduction in the number (niu) of Sigma-if
network inputs used to classify data, without a notable
decrease in classification accuracy in comparison to the
analogous multilayer feedforward network with sigmoidal
neurons.

The above results form strong evidence that the pre-
sented generalized delta rule for the Sigma-if neural net-
work can be effectively used to generate valuable classifi-
cation models with selective attention functionality. But it
is also interesting how such a method influences the length
of the training process. As can be seen in Fig. 10 for cho-
sen benchmark classification problems such as Sonar, Crx,
Wine, HeartC and Breast Cancer Wisconsin, the training
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Fig. 5. Sigma-if network activity of hidden connections hca,
the classification accuracy of training um and test γm

data for the best networks obtained for the Sonar prob-
lem vs. the number of hidden neuron input connections
groups K (network architecture: 60 inputs, 30 hidden
neurons, 2 outputs).
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of the Sigma-if neural network (for K greater than 1 and
less than 9) takes 20–25% fewer training epochs than the
training of the MLP network (K = 1). In connection
with observed 25–40% reduction of the computation time
for the Sigma-if network outputs, this can accelerate the
training process even more than twice.

6. Summary and future work

In this work the generalized delta rule for the Sigma-if
neural network was formally presented. Its detailed
derivation was shown on the basis of an analogous deriva-
tion for the MLP network. For completeness, the back-
propagation algorithm combined with the self-consistency
idea was discussed, as the training method which can use
the derived equation to train Sigma-if neural networks.

In the second part of this article, results of ex-
periments that demonstrate the usability of the derived

80

81

82

83

84

85

86

87

1 2 3 5 7 9 11 21 31 51 81 101

0

10

20

30

40

50

60

70

80

90

100

K

u
,

[%
]

�
m

m

n
ia

,
n
iu

[%
]

�m
avg nia
min nia

max nia

niu

Fig. 7. Sigma-if network inputs activity nia, the number of
network inputs used niu, the classification accuracy of
training um and test γm data for the best networks ob-
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neuron input connections groups K (network architec-
ture: 105 inputs, 4 hidden neurons, 2 outputs).
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equation were shown. For selected classification bench-
mark problems of the UCI Machine Learning Repository,
trained Sigma-if networks were able to achieve better clas-
sification results than the best MLP networks. But what
is more important, the obtained Sigma-if neural networks
possessed also the selective attention ability. It was shown
how it increases neural network classification properties
and how it reduces the time of data processing by the net-
work. The resulting effect of training epochs number re-
duction was also discussed.

While the Sigma-if network has no specialized or
separate attention guiding unit, all observed attentional
activities can emerge only as an effect of synergy be-
tween individual neurons. Thus the Sigma-if model ac-
companied with the presented training method can be a
very promising solution for applications such as remote
sensing in dispersed sensor networks as well as automatic
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robot navigation and control. This is because the selective
attention feature introduces new possibilities in the area of
analyzing the network decision process via its inputs ac-
tivity interpretation. This can point at features of given
data sets that are most important for classification, and
help to identify features that are irrelevant, redundant or
contaminated by noise. All this makes the Sigma-if neu-
ral network a very useful tool in the data acquisition and
analysis domain.

Due to very interesting theoretical and practical prop-
erties, the Sigma-if model and the presented training
method should be further tested on benchmark and real-
life data. Also, the whole idea of synchronized condi-
tional signals aggregation should be further explored, as
aggregation functions other than the one considered in this
work can be proposed, and for many of them derivation of
the generalized delta rule can be challenging. Preliminary
experiments show that there exist at least a few of such
aggregation functions which allow achieving even better
results than presented in this work.

Another issue worth exploring is examina-
tion if the Sigma-if network could be success-
fully trained with use of fast converging methods
such as Broyden–Fletcher–Goldfarb–Shanno and
Levenberg–Marquardt. Those methods use local approx-
imates of Hessian matrix of the neural network error
function, which can fail as the Sigma-if network in each
training step operates potentially in a different subspace
of initial set of parameters. All this makes a wide and
promising direction of research on neuronal models of
low-level selective attention, and is presently a subject of
continuous investigation.
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