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This paper presents a significant modification to the AdaSS (Adaptive Splitting and Selection) algorithm, which was devel-
oped several years ago. The method is based on the simultaneous partitioning of the feature space and an assignment of a
compound classifier to each of the subsets. The original version of the algorithm uses a classifier committee and a majority
voting rule to arrive at a decision. The proposed modification replaces the fairly simple fusion method with a combined
classifier, which makes a decision based on a weighted combination of the discriminant functions of the individual classi-
fiers selected for the committee. The weights mentioned above are dependent not only on the classifier identifier, but also
on the class number. The proposed approach is based on the results of previous works, where it was proven that such a com-
bined classifier method could achieve significantly better results than simple voting systems. The proposed modification
was evaluated through computer experiments, carried out on diverse benchmark datasets. The results are very promising in
that they show that, for most of the datasets, the proposed method outperforms similar techniques based on the clustering
and selection approach.
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1. Introduction

There are a number of proposals on how to automate the
classification process (Duda et al., 2001). Nevertheless,
there is not a single pattern recognition algorithm that is
appropriate for all the tasks we are faced with, since each
classifier has its own domain of competence (Wolpert,
2001). Usually we can pool different classifiers to solve
a given problem. Therefore, methods that can exploit the
strengths of individual classifiers are currently the focus of
intense research (Jain et al., 2000). It is worth noting that
the incompetence area, i.e., the subset of the feature space
where all individual classifiers make the wrong decision,
is typically small (Polikar, 2006).

The presented approach is called a Multiple
Classifier System (MCS), a combined classifier, or a
classifier ensemble (Kuncheva, 2004), and its main
components are depicted in Fig. 1. In this concept,
the greatest effort is concentrated on combining the
outputs of elementary classifiers at our disposal for a
given classification problem. This concept was first
presented by Chow (1965) who proved that the decision of
independent classifiers with appropriately defined weights
is optimal. Here are some of the advantages of MCSs:

• The design of an MCS does not differ from that
of a classical pattern recognition (Giacinto et al.,
2000) application. In the standard approach we
select the most valuable features and choose the best
classification method from the set of those available.
The design of a classifier ensemble aims to create a
set of complementary/diverse classifiers and assign
an appropriate fusion method, which can optimally
combine the individual classifiers’ outputs.

• Some works report that MCSs can improve
the overall performance compared with the best

Fig. 1. Overview of a multiple classifier system.
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individual classifier, because they are able to exploit
unique strengths of each of the individual classifiers.
In some cases (e.g., the majority voting by a
group of independent classifiers) their characteristics
have been proven in an analytical way (Tumer and
Ghosh, 1996). Additionally, an MCS protects against
selection of the worst classifier for a small sample
(Marcialis and Roli, 2003).

• Many machine learning algorithms (e.g., C4.5 based
on a top-down induction decision tree concept) are
de facto heuristic search algorithms, which cannot
guarantee that an optimal model is found. Therefore,
the combined approach, which could start searching
from different points of the search space, seems to be
an attractive proposition.

• Combined classifiers could be used in efficient
computing environments such as parallel and
multithreaded computer architectures (Wilk and
Woźniak, 2011). Another attractive area of
application are distributed computing systems (P2P,
GRID) (Kacprzak et al., 2012; Walkowiak, 2010;
Chmaj et al., 2012), especially in the case of a
database that is partitioned for privacy reasons and
only the final decision is available at each node of
the computer network.

There are a number of important issues that must be
taken into consideration when building multiple classifier
systems. These can be grouped into the following
problems:

• Selecting a pool of diverse and complementary
individual classifiers for the ensemble.

• Designing a fuser, aimed at creating a mechanism
that can exploit the strengths of the selected
classifiers and combine them optimally.

• Proposing the topology, i.e., interconnections
between classifiers in the ensemble.

We do not address the last issue because most of the
combined classifiers are based on a parallel topology,
which has a good methodological background (Kuncheva,
2004) and is used in this work.

Selecting members of the committee with different
components seems interesting. Apart from increasing
the computational complexity, combining similar
classifiers should not contribute much to the MCS under
construction. An ideal ensemble consists of classifiers
with high accuracy and high diversity, i.e., mutually
complementary. First, classifiers must be selected to
obtain positive results from their fusion. Many algorithms
covering this subject were inspired by guidelines on how
to design reliable software, among which Partridge and

Krzanowski (1997), Brown and Kuncheva (2010) as well
as Smetek and Trawinski (2011) are worth mentioning. A
strategy for generating the ensemble should guarantee an
improvement in its diversity. There are several proposals
on how to enforce the diversity of an individual classifier
pool listed below:

• We could use different partitions of a dataset or
generate a number of datasets through data splitting,
a cross-validated committee, bagging, or boosting
(Kuncheva, 2004), in the hope that classifiers
trained on different inputs would be complementary.
Selected features are then used to train a pool of
classifiers to assure the diversity of the pool. There
are several propositions based on this principle such
as random subspace (Ho, 1998). It is worth pointing
out the interesting idea presented by Ting et al.
(2011), who proposed a hierarchical method of
ensemble creation, based on feature space splitting
and then assigning binary classifiers (support vector
machines) locally.

• We could train each individual classifier to recognize
a subset of only predefined classes (e.g., a binary
classifier: one class against the rest strategy) and
then choose a fusion method that can recover the
whole set of classes. Error-correcting output codes
(Dietterich and Bakiri, 1995) are a well-known
technique for such tasks.

• We could train individual classifiers based on
different models or different versions of models.

For classification tasks where the cost of acquiring
feature values (which could be interpreted as the price
for examination or time required to collect the data for
decision making) plays a key role, this must be taken into
consideration during the classifier selection step. In the
method presented by Krawczyk and Woźniak (2011), the
authors suggested a way to utilize the exploitation cost of
individual classifiers in the selection process.

Another important concept of classifier selection
assumes a local specialization of individual classifiers.
According to this proposal, a single classifier that achieves
the best results is chosen from a pool for each demarcated
partition of the feature space. Its answer is treated
as the system answer, for all objects included in the
partition. This methodology was described by Rastrigin
and Erenstein (1981). Certain proposals based on this
idea assume a local specialization of particular classifiers
and only search for locally optimal solutions (Baram,
1998; Cordella et al., 2000; Giacinto et al., 2000; Goebel
and Yan, 2004; Ruta and Gabrys, 2005), while other
methods propose dividing the feature space and selecting
(or training) a classifier for each partition (Kuncheva,
2000; Baruque et al., 2011).



Combined classifier based on feature space partitioning 857

Another important issue is the choice of the
collective decision making method. We can divide the
fusion algorithms mentioned above into two groups:

• methods that make decisions on the basis of outputs
(labels) of individual classifiers,

• methods that propose constructing new discriminant
functions based on continuous outputs (supports) of
individual classifiers.

The former group includes voting algorithms (Biggio
et al., 2007; Xu et al., 1992). Initially only majority
voting schemes were implemented, but in later works
more advanced methods were proposed. These take
the importance of decisions coming from particular
committee members into consideration (van Erp et al.,
2002; Kuncheva et al., 2001).

Many known conclusions regarding the classification
quality of MCSs have been derived analytically, but
these are typically valid only under strong restrictions,
such as particular cases of the majority vote (Hansen
and Salamon, 1990), or make convenient assumptions,
such as a classifier committee consisting only of
independent classifiers. Unfortunately, such assumptions
and restrictions are in most cases not very useful for
solving practical problems. Here, we should mention the
works that propose training the weights, which seems to
be an attractive alternative method (Woods et al., 1997;
Woźniak and Jackowski, 2009).

The second group of fusers is based on discriminant
analysis. The main form of discriminants is a posterior
probability typically associated with probabilistic pattern
recognition models, although outputs of neural networks
or other functions whose values are used to establish the
decision of the classifier (the so-called support functions)
could be considered as well. Aggregation methods that do
not require learning use simple operators, like minimum,
maximum, product, or mean. However, they are typically
subject to very restrictive conditions (Duin, 2002), which
limit their practical use. Therefore, the design of new
fusion classification models, especially trained fusers, is
currently the focus of intense research.

Assume that we have n classifiers Ψ(1),
Ψ(2), . . . , Ψ(n). For a given object x ∈ X , each
individual classifier decides whether it belongs to
class i ∈ M = {1, . . . , M} based on the values of
discriminants. Let F (l) (i, x) denote a function that is
assigned to class i for a given value of x, and that is used
by the l-th classifier Ψ(l). The combined classifier Ψ uses
the following decision rule (Jacobs, 1995):

Ψ (x) = i if F̂ (i, x) = max F̂ (k, x)
k∈M

, (1)

where

F̂ (i, x) =
n∑

l=1

w(l)F (l) (i, x) ,

n∑

i=1

w(l) = 1. (2)

Next we consider the following possibilities for the
weight assignment:

1. Weights dependent on the classifier. This is the
traditional approach where weights are connected
with a classifier and each discriminant of the l-th
classifier is weighted by the same value w(l). The
probability error of such a classifier can be estimated,
e.g., as in the work of Woźniak (2008).

2. Weights dependent on the classifier and feature vec-
tor. A weight w(l) (x) is assigned to the l-th classifier
and for a given x has the same value for each
discriminant function used by it. In this type of
model, known as a “mixture of experts”, parameter
estimation is normally used to establish the weights
(Jacobs et al., 1991).

3. Weights dependent on the classifier and class num-
ber. A weight w(l) (i) is assigned to the l-th classifier
and the i-th class. Here, the given classifier weights
assigned to different classes may differ.

4. Weights dependent on the classifier, class number,
and feature vector. A weight w(l) (i, x) is assigned
to the l-th classifier, but for a given x its value may
differ for discriminants assigned to each class.

In this work we focus on the third alternative,
because, as shown by Woźniak and Zmyślony (2010), this
type of fuser achieves fairly good quality and does not
require a priori knowledge of the weights. This is in
contrast to the case where weights are also dependent on
the feature values. If weights depend on x, they are de
facto functions and their estimation is more complicated,
usually requiring a priori knowledge about them.

We make use of the approach that tries to divide
the feature space into subspaces and then assigns a
combined classifier to such a partition. This approach
improves the AdaSS (Adaptive Splitting and Selection)
algorithm (Jackowski and Woźniak, 2009) mainly by
replacing the fuser based on the majority voting rule by
a fuser using discriminant functions. Our approach uses a
linear combination of discriminant functions of individual
classifiers.

2. Related works

Because the AdaSS algorithm and our proposition are
descendants of Kuncheva’s CS (Clustering and Selection)
algorithm, we first recall this method.

2.1. Clustering and selection algorithm. The CS
algorithm (Kuncheva, 2000) consists of three main steps:

1. Selecting individual classifiers for a pool.
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2. Establishing clustering algorithm parameters and
partitioning the learning set according to a given
algorithm.

3. Selecting the best individual classifier for each
cluster according to its local quality.

The most important features of the CS algorithm are
as follows:

• The CS algorithm uses clustering algorithms to
divide the feature space, a task that involves
separating some subsets of elements from the
learning set based on their similarity (Jain et al.,
1999). Partitioning does not take into account
modified clustering criteria, which find such feature
space decisions to ensure that at least one classifier
in the pool is able to achieve high accuracy in a
given subspace. So there is no restriction on allowing
cluster borders to cross the borders separating the
fields with objects from particular classes. This is
a desired effect, because the clustering considered
does not aim to double discriminant functions but
to separate fields in which these classifiers achieve
a high quality of classification. As an example,
consider the binary toy problem presented in Fig. 2.
The pool consists of two simple linear classifiers.
The output of the clustering algorithm is valid, yet
at the same time it does not exploit the full potential
of the given classifiers. This leads to a decrease
in the overall accuracy of the ensemble. Now
consider another partitioning of the feature space
presented in Fig. 3, which takes into consideration
competencies of the given classifiers, thus leading to
better exploitation of these competencies.

• Feature space partitioning and selection of the
classifiers are carried out sequentially. A natural
consequence of this is the lack of feedback between
steps. In the second step it is possible to find the
best classifiers for the previously defined clusters.
However, it is impossible to modify the shape of the
clusters to adjust to the competencies of the chosen
classifiers assigned to the clusters. Thus, there is no
guarantee that the model obtained from the proposed
partitioning is the most effective one.

• Finally, a limitation of the CS algorithm is that
only one individual classifier is assigned to each
cluster. This significantly limits the advantages of
the existing pool of classifiers, from which a set
of committees could be composed for each cluster,
which could improve the achieved results.

2.2. AdaSS. The AdaSS algorithm, proposed by
Jackowski and Woźniak (2009), fuses partitioning the
feature space and assigning classifiers to each partition

Fig. 2. Example outcome of a CS algorithm for a binary toy
problem. One can easily see that the returned clusters
do not fully exploit the possibilities offered by the two
classifiers.

Fig. 3. Modified clusters for the binary toy problem. It is easily
seen that here the competency of the classifiers is ex-
ploited more efficiently.

into one integrated process, when searching for optimal
parameters for the model. The main advantage of this
approach is that the training algorithm considers the shape
of a region to determine the content of a classifier and,
conversely, that the regions adapt to the competencies of
the classifiers. Additionally, the majority voting rule is
used to establish the decision of each area classifier. The
objective of this complex optimizing task is to minimize
the classification error. For the example binary toy
problem, in AdaSS the clustering is done simultaneously
with classifier selection. This provides feedback that
forces the optimization procedure to change the form of
the clusters.
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In this work we adapt the AdaSS model, noting
that its major disadvantage is a fairly simple fuser model
using the majority voting rule. This does not guarantee
a quality improvement compared with the CS algorithm,
especially when there are considerable quality differences
between individual classifiers. This observation for a pool
of independent classifier was described by Kuncheva et al.
(2003) and Matan (1996), amongst others. Therefore, we
opted to replace the fuser based on majority voting by a
more promising method that allows an area classifier to be
trained instead of being selected and uses a deterministic
decision fusing rule.

2.3. Proposed modification to AdaSS. The main
difference between the original AdaSS and this
modification lies in the process of constructing the
compound classifiers that are later assigned to each
partition. We propose using the combined classifiers
based on (1), although the common discriminant function
is formulated as follows:

F̂ (i, x) =
n∑

l=1

w(l) (i)F (l) (i, x) ,

where
n∑

i=1

w(l) = 1, ∀i ∈ M. (3)

Here we focus on the problem of establishing
weights dependent only on the classifier and the class
number. Because we use an evolutionary approach to
train the classifier, we need an appropriate representation
to code the fuser parameters.

In the case under consideration, the fuser training
task leads to the problem of how to establish the following
vector W :

W =
[
W(1), W(2), . . . , W(n)

]
, (4)

which consists of weights assigned to each classifier and
each class number,

W(l) =
[
w(l) (1) , w(l) (2) , . . . , w(l) (M)

]
T . (5)

The aim is to find such a fuser with the lowest
misclassification rate of Ψ.

3. Model of a classifier

Assume that the feature space X is divided into a set of H
constituents (Kuratowski and Mostowski, 1976), i.e.,

X =
H⋃

h=1

X̂h,

X̂k ∩ X̂l = ∅, ∀k, l ∈ {1, . . . , H}, k �= l,

(6)

where X̂h denotes the h-th constituent (cluster). Ψh is
a combined classifier assigned to the h-th cluster and
decision according to (1), (3). Wh denotes its weight
vector (4).

The number of clusters, H , is an arbitrarily chosen
parameter. On the one hand, a larger number makes a
wider exploration of the local competencies of the area
classifiers possible, while on the other hand, it may lead
to the overtraining of the entire system.

Here, we present the classification rule for the
compound classifier Ψ, which returns the decision of the
classifier assigned to the cluster to which the given object
belongs:

Ψ(x) = i ⇐⇒ Ψh(x) = i and x ∈ X̂h. (7)

4. Training algorithm

The main idea of the learning procedure was based on the
AdaSS algorithm (Jackowski and Woźniak, 2009), which
uses an evolutionary approach (Ashlock, 2006; Troć
and Unold, 2010), but we introduced several important
changes such as the structure of the chromosome and
improvement of some of the steps mainly associated with
establishing mutation probabilities and protecting against
overfitting.

To simplify the presentation of the algorithm, we
assume that we are dealing with continuous features only.
If needed, the presented method can be easily adapted to
account for discrete attributes.

4.1. Representation. A chromosome Ch represents
the model for compound classifier parameters. Its
structure consists of two components. The first one
embodies a set of centroids C and represents feature
space partitioning into H clusters (5). The other includes
definitions of the combined classifiers for each of the
clusters (4),

Ch = [C,W ], (8)

where
C = {C1, C2, . . . , CH}

and
W = {W1,W2, . . . ,WH}.

Each Ch is represented by a centroid,

Ch = {c(1)
h , c

(2)
h , . . . , c

(d)
h }, (9)

where d is the feature space dimension. Each Wh consists
of weights assigned to each individual classifier (4),

Wh =

⎛

⎜⎜⎜⎝

w1
h(1) w2

h(1) . . . wn
h(1)

w1
h(2) w2

h(2) . . . wn
h(2)

...
...

. . .
...

w1
h(M) w2

h(M) . . . wn
h(M)

⎞

⎟⎟⎟⎠ , (10)
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which is converted to a vector,

Wh = [w1
h(1), . . . , w1

h(M), w2
h(1), . . . , wn

h(M)].

Let member(C, x) denote the function that returns the
cluster index to which a given x belongs,

member(C, x) = argminH
h=1dist(x, Ch), (11)

where ‘dist’ denotes the Euclidean metric. In the case of
a tie, i.e., when x is the same distance from more than
one centroid, the lowest class number is returned. We
should point out that when dealing with discrete attributes,
a different metric should be defined. According to the
definition (11), we can reformulate Eqn. (7) as follows:

Ψ(x) = Ψ̂member(C,xn)(xn). (12)

4.2. Learning material. The classifier training
procedure requires adequate learning material, denoted as
the learning set LS. We assume that it consists of K
learning objects,

LS = {(x1, j1), (x2, j2), . . . , (xK , jK)}, (13)

where xi denotes observations described in the i-th object,
and ji denotes its correct class label.

Usually LS is divided into two subsets: T S , called
the training set, is used during training, while the second
subset VS, called the validation set, is used to protect
trained classifiers against overfitting (Alpaydin, 2010),

|T S| = N, |VS| = K − N. (14)

4.3. Criterion. As the optimization criterion, we
propose the frequency of correct decisions that Ψ̂ makes
on T S:

Q(Ψ̂) =
1
n

N∑

n=1

(δ(Ψ̂member(C,xn)(xn), jn)), (15)

where δ denotes Kronecker’s delta.

4.4. Algorithm. As mentioned in the beginning, we
use an evolutionary approach to find the best solution.
Any procedure that is performed on the chromosome must
take into account the fact that each of its parts has quite
a different nature. Therefore, we enforce the rule that
information will not be exchanged between parts of the
chromosomes processed by evolutionary operators. An
overview of the algorithm is presented as pseudocode in
Algorithm 1.

The control parameters for the algorithm are as
follows:

1. Nc: the upper limit of algorithm cycles,

Algorithm 1. Overview of the training algorithm.
input:
T S: training set
VS: validation set
H : number of clusters

Initialization;
Vc = 0
for (t = 1; t �= Nc; t + +)
{
Mutation;
Crossover;
Selection and Reproduction;

Protecting against overfitting;
if Qvs(t) < Qvs(t − 1)
{
Vc = Vc + 1;
if Vc = V ;
break;
}
else
Vc = 0;

}
Return the best chromosome;

2. Np: the population size,

3. β: the probability of mutation,

4. γ: the probability of crossover,

5. Δm: the mutation range factor,

6. V : the upper limit of algorithm iterations with
decreasing quality (V < Nc).

Given below is a detailed explanation of selected
steps of the algorithm:

• Initialization
Initialization involves setting the parameters for the
algorithm and randomly creating the first generation
of chromosomes. Each of the chromosomes
in a generation is evaluated according to its
fitness function value (15) to determine the elite
chromosomes.

• Selection and Reproduction
This step generates a set of members preserving
all the constraints and implications resulting from
the logic of the model and the values of the
input parameters. Chromosomes for the next
generation are selected using the roulette wheel
selection scheme (Goldberg, 1989) to implement
proportional random selection according to their
fitness function values (15). The training set is
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exploited for this purpose. To avoid losing ground
in finding the highest-scoring chromosome, elitism
(Srinivas and Patnaik, 1994) has been implemented,
i.e., the highest scoring chromosome of the current
generation is placed into the descendant population,
without allowing any changes to its structure, such as
cross-over, or being subjected to mutation.

• Mutation
The mutation operator alters the member being
processed by adding some random changes to its
chromosome. Each component of the chromosome
is processed separately and can be altered with a
certain probability, that is, alteration together with an
optimization progress according to

Pc(t) = β
t

Nc
, Pw(t) = β − Pc(t), (16)

where t is the iteration index of the algorithm, Pc(t)
is the mutation probability of the centroid vector
during the t-th step, and Pw(t) is the mutation
probability of the weight vector during the t-th
step. According to the schema, in the early phases
of optimization, special emphasis is placed on
searching for a possible feature space partitioning.
Over the course of the learning progress, attention is
shifted onto the classifiers assigned to the partitions
and their fine adjustments. Mutation involves adding
a vector of numbers randomly generated according
to the normal density distribution (with mean equal
to 0 and standard deviation set to Δm).

• Crossover
All the chromosomes (with the exception of the elite
chromosome) are paired up, and with probability
γ, crossed over according to the two-point rule
(Goldberg, 1989).

• Protecting against overfitting
The main purpose of this procedure is to protect
the classifier against overfitting. The procedure uses
VS to calculate the fitness of the elite chromosome,
QV S , in the same way as for a regular population
assessment (15). The procedure terminates the
optimization process if deterioration of the result
obtained by the highest scoring chromosome is
observed in the course of V subsequent learning
cycles.

5. Experiments

The main objective of the experiments was to examine the
behavior of the proposed method and to compare it with
the original AdaSS and CS algorithms.

5.1. Setup. All experiments were carried out
in the R environment (Team, 2008), and computer
implementations of the classification and optimization
methods used were taken from dedicated packages
built into the above-mentioned software. This ensured
that results achieved the best possible efficiency
and that performance was not diminished by a bad
implementation.

A pool of five individual classifiers consisting of
slightly undertrained neural networks (for which the
training process was deliberately stopped early) was used
in each of the experiments to ensure diversity of the simple
classifiers, thereby allowing their local competencies to be
exploited. The details of the neural networks used are as
follows:

• activation function: sigmoidal,

• learning method: backpropagation,

• architecture: five neurons in the hidden layer and the
last layer composed of a number of neurons equal
to the number of classes in each of the datasets
considered.

To each of the clusters there was assigned either a
single best classifier or a committee of five individual
classifiers. The parameter values used while training
AdaSS and the proposed modification are presented in
Table 1.

Additionally, for comparison, the clustering and se-
lection method was implemented, in which the k-means
algorithm (MacQueen, 1967) was used as the clustering
method and classifiers were selected from the same pool
used by AdaSS and the proposed modification.

5.2. Datasets. The idea behind the choice of datasets
was to examine the behavior of the selected methods on
as diverse a set of benchmarks as possible. Therefore,
we chose some high-dimensional sets, some very large
sets with a small number of features, and also some
typical/balanced ones, which allowed us to cover a
wide range of real-life possibilities and make our tests
more practically oriented. All datasets come from the
UCI Machine Learning Repository (Frank and Asuncion,
2010).

Table 1. Parameters for the training phase.
Parameter Values

H 1;3;5;7
Nc 200
Np 100
β 0.7:0.3
γ 0.3:0.7

Δm 0.2
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Table 2. Details of datasets used in the experimental investigation.
No. Name Objects Features Classes

1 Splice-junction Gene Sequences 3190 61 3
2 Ozone Level 2536 73 2
3 Vehicle Silhouettes 946 18 4
4 Letter Recognition 20000 16 26
5 Abalone 4177 8 28
6 Gamma Telescope 19020 11 2
7 Dermatology 366 33 6
8 SPECTF Heart 267 44 2
9 Promoter Gene Sequences 106 58 2

10 Audiology 226 69 23
11 Mammographic Mass 961 6 2
12 Musk (version 2) 6598 168 2
13 Internet Advertisements 3279 1558 2
14 Wine 178 13 3
15 Parkinsons 197 23 2
16 Horse Colic 368 27 11
17 Ecoli 336 8 8
18 Pima Indian Diabetes 768 8 2
19 Breast Cancer 286 9 2
20 Iris 150 4 3

The selected datasets with their respective names and
numbers of objects, features, and classes are listed in
Table 2.

5.3. Results. To facilitate the comparison, the accuracy
of the individual classifiers is presented in Table 3, where
‘No.’ denotes the identification number for the dataset
under consideration, and Cx denotes the classifier number
x (e.g., C1 is the first classifier from the pool).

Table 4 presents comparative detailed experimental
results for AdaSS and the proposed modification denoted
as AD and MAD, respectively, tested on the 20 selected
databases.

The combined 5 × 2 cv F test (Alpaydin, 1999)
for statistical significance was carried out to compare
the obtained results for the same size of the classifier
committee only. If there is a statistical significance, the
result of the better model is bolded.

Results of the experiments confirmed that the idea of
adaptive clustering and selection is a promising direction
for MCS design. For each dataset the compound
classifiers outperformed the individual ones. What is
worth stressing is that the proposed modification usually
achieved better results than the original algorithm. It was
also proved that statistically significant differences exist
for several databases. The native version of the algorithm
outperformed its modification only for one dataset (No.
13), although it should be mentioned that this dataset
is characterized by a huge number of features and there
was probably insufficient information for fuser training.
Other dependencies were as expected. The quality of
classification was improved according to the number

Table 3. Accuracy of individual classifiers. No. denotes the
dataset identifier according to Table 2.

No. C1 C2 C3 C4 C5

1 63,124 63,124 61,457 60,290 54,850
2 61,005 61,005 61,005 57,900 56,900
3 81,260 81,260 81,260 78.500 77,900
4 82,035 80,000 80,000 78,500 75,250
5 84,980 82,180 80,500 76,500 72,000
6 81,240 81,240 81,240 75,250 72,500
7 82,950 82,000 81.000 80.000 77.300
8 71,370 70,200 68,950 65,500 65,000
9 52,950 52,950 50,150 50,000 50,000

10 48,670 48,670 48,670 47,300 46,500
11 62,450 62,000 61,600 60,000 56,400
12 73,405 73,405 71,600 70,405 69,810
13 57,500 56,360 55,000 53,689 52,689
14 90,125 90,125 90,125 90,125 88,500
15 85,090 85,090 83,200 82,200 78,800
16 77,605 74,605 72,000 69,100 68,605
17 77,890 77,890 77,890 77,890 76,000
18 60,350 59,200 57,450 53,000 53,000
19 88,450 88,450 88,450 84,150 84,150
20 92,750 92,750 92,750 92,250 91,500

of competence areas and the size of the committee,
confirming what was stated by Jackowski and Woźniak
(2009). For a few datasets only (Nos. 10, 11, 17, 19, and
20), we observed that the best results were achieved with
H = 5, which could mean that overtraining occurs with
higher numbers of competence areas.

An interesting conclusion is drawn from the
comparative analysis of the CS algorithm and the
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Table 4. Accuracy of AdaSS (AD) and its modification (MAD) for different values of H (number of clusters: 1, 3, 5, 7) and number
of classifiers per cluster (1 or 5) compared with standard clustering and selection (CS).

No. Mod N 1 3 5 7 No. Mod N 1 3 5 7

1. CS – 63,124 64,350 66,650 68,000 11. CS – 62,450 66,130 68,000 68,000
AD 1 63,124 68,658 68,956 69,300 AD 1 62,450 65,760 66,500 66,500

5 65,950 69,100 70,005 70,005 5 62,450 66,100 66,100 67,200
MAD 1 63,124 68,910 69,250 70,250 MAD 1 62,450 68,012 69,350 68,785

5 65,250 72,335 72,985 72,985 5 62,700 68,540 69,975 69,320
2. CS – 61,005 68,020 70.500 70.000 12. CS – 73,405 75,080 75,080 78,110

AD 1 61,005 69,120 72,500 72,500 AD 1 73,405 76,780 79,110 80,245
5 62,765 70,300 74,000 74,000 5 73,405 77,125 80,015 80,540

MAD 1 61,005 70,000 74,800 74,985 MAD 1 73,900 80,305 84,050 85,900
5 64,950 72,128 76,015 76,015 5 73,900 81,240 85,090 86,210

3. CS – 81,260 88,500 88,500 89,225 13. CS – 57,500 59,500 63,170 63,170
AD 1 81,260 88,500 88,500 89,225 AD 1 57,500 64,120 66,670 67,040

5 81,430 89,125 89,125 90,005 5 56,240 64,500 65,670 67,090
MAD 1 81,260 88,100 88,369 88,915 MAD 1 57,500 63,905 64,990 63,960

5 87,430 89,015 89,050 89,050 5 55,689 65,140 63,905 63,120
4. CS – 82,035 86,250 88,750 88,750 14. CS – 90,125 93,450 93,450 92,680

AD 1 82,035 90,125 91,068 91,068 AD 1 90,125 93,450 93,450 92,680
5 85,005 90,125 91,068 91,068 5 90,125 93,450 93,450 92,680

MAD 1 82,035 90,125 91,068 91,068 MAD 1 90,125 94,800 95,425 95,425
5 85,760 90,125 91,068 91,068 5 90,125 94,480 95,425 95,425

5. CS – 84,980 86,975 88,013 89,250 15. CS – 85,090 90,000 90,000 92,090
AD 1 84,980 86,975 87,005 89,013 AD 1 85,090 88,450 90,000 91,230

5 85,345 87,390 88,012 89,500 5 85,560 89,180 90,500 91,230
MAD 1 84,980 86,780 86,928 88,980 MAD 1 85,090 88,670 90,670 91,289

5 85,500 87,200 88,450 89,250 5 88,345 91,500 92,005 93,990
6. CS – 81,240 84,234 86,120 88,500 16. CS – 77,605 82,000 82,000 80,430

AD 1 81,240 84,234 86,120 88,500 AD 1 77,605 80,100 79,900 83,350
5 82,300 85,015 86,950 89,170 5 77,340 78,450 79,115 82,430

MAD 1 81,240 84,735 88,730 90,005 MAD 1 77,605 82,900 83,500 85,190
5 84,000 86,005 89,032 91,200 5 77,340 81,450 83,500 85,930

7. CS – 82,950 89,600 92,440 94,009 17. CS – 77,890 78,125 76,211 74,980
AD 1 82,950 89,600 92,440 94,009 AD 1 77,890 78,125 76,211 74,980

5 85,012 90,450 92,440 95,989 5 78,600 80,216 79,350 79,350
MAD 1 82,950 91,780 93,005 94,230 MAD 1 77,890 78,560 76,900 75,005

5 84,900 90,345 94,218 96,560 5 77,005 79,560 79,560 78,945
8. CS – 71,370 73,430 76,454 76,454 18. CS – 60,350 64,230 64,230 64,230

AD 1 71,370 75,530 78,908 78,908 1 60,350 64,230 64,230 67,600
5 72,015 76,025 79,780 79,780 5 62,900 67,025 69,450 69,450

MAD 1 71,370 78,120 80,900 80,900 MAD 1 60,350 67,000 67,300 70,350
5 75,050 80,300 81,000 82,450 5 64,000 69,300 70,300 72,010

9. CS – 52,950 59,600 62,440 64,009 19. CS – 88,450 89,230 90,230 92,544
AD 1 52,950 59,600 62,440 64,009 AD 1 88,450 90,560 92,340 91,500

5 55,012 60,450 62,440 65,989 5 89,200 90,560 93,150 93,005
MAD 1 52,950 62,780 65,005 67,230 MAD 1 88,450 89,911 92,544 92,020

5 54,900 63,345 66,218 68,560 5 89,120 91,008 93,300 92,890
10. CS – 48,670 48,670 51,350 52,340 20. CS – 92,750 95,000 95,000 95,000

AD 1 48,670 53,500 58,230 56,105 AD 1 92,750 95,000 96,005 94,250
5 50,110 54,340 60,650 57,890 5 93,000 95,250 96,000 95,000

MAD 1 48,670 55,900 59,233 58,670 MAD 1 92,750 95,000 95,750 94,00
5 50,995 59,110 61,748 60,157 5 93,000 95,500 96,250 95,500

algorithms based on AdaSS. In most cases the proposed
method outperformed the standard CS approach. This is
due to the adaptive nature of the proposed method; the size

of the clusters can be modified through the evolutionary
process to take full advantage of the classifiers available in
the pool. In the standard CS algorithm, the clustering step
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is done independently of classifier selection, which is the
main weakness of this approach. Only for four datasets
(Nos. 3, 5, 19, and 20) did AdaSS not perform better than
CS, but in all these cases it returned similar results.

6. Final remarks

This paper deals with compound pattern recognition
algorithms based on the clustering and selection approach.
A new method was derived from the AdaSS algorithm,
but using a slightly different training method and a more
sophisticated fusion block. The proposed approach was
evaluated and compared with both the CS and native
AdaSS algorithms through computer experiments. The
experimental investigations were carried out on a wide
range of benchmark datasets. The results confirmed the
high quality of performance of the proposed modification,
which mostly outperformed both the native algorithm
and the standard CS approach. However, we must
emphasize that the training time for the proposed method
is significantly longer than the training phase for the native
AdaSS. On the other hand, this undesirable feature of the
algorithm is not an obstacle in its implementation in real
decision problems because the classifier is trained only
once. The decision time is the same for both AdaSS and
its modification.
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sor Woźniak has published over 160 papers and two books, and edited
eight books. He has been involved in several research projects related
to the above-mentioned topics and has been a consultant of several com-
mercial projects for well-known Polish companies and public adminis-
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