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When there is a mismatch between the cardinality of a periodic task set and the priority levels supported by the underlying
hardware systems, multiple tasks are grouped into one class so as to maintain a specific level of confidence in their accuracy.
However, such a transformation is achieved at the expense of the loss of schedulability of the original task set. We further
investigate the aforementioned problem and report the following contributions: (i) a novel technique for mapping unlimited
priority tasks into a reduced number of classes that do not violate the schedulability of the original task set and (ii) an
efficient feasibility test that eliminates insufficient points during the feasibility analysis. The theoretical correctness of both
contributions is checked through formal verifications. Moreover, the experimental results reveal the superiority of our work
over the existing feasibility tests by reducing the number of scheduling points that are needed otherwise.
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1. Introduction

Real-time systems are usually defined as those where
no deadlines for the scheduled tasks may be missing.
The effectiveness of such systems depends on the logical
results of the computations and also on the physical
instant (deadline) at which these results are produced.
Those systems can be classified according to various
criteria specified as external (hard real-time versus
soft real-time, and fail-safe versus fail-operational)
and internal (guaranteed-timeliness versus best-effort,
resource-adequate versus resource-inadequate, and
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event-triggered versus time-triggered) computing
constraints and conditions (Kopetz, 1997). Based on the
general characteristics of the application submitted to
the system, real-time systems can be divided into two
main categories, namely, soft real-time systems and hard
real-time systems.

In soft real-time systems, the applications try to meet
deadlines as much as possible, but lagging to meet the
deadline does not cause any severe damages in the system.
Typical examples of soft real-time systems are video and
audio streaming and voice over Internet protocols (Hong
and Leung, 1992). In hard real-time systems, all tasks
must meet their deadlines (Burns and Wellings, 2009).

muhdbilal.qureshi@gmail.com
saalrashed@ud.edu.sa
nasar@mit.edu
jokolodziej@pk.edu.pl
piotr.arabas@nask.pl


710 M.B. Qureshi et al.

The examples of hard systems include air traffic control
systems, nuclear power plants, various operating systems,
etc.

Proper design of effective real-time scheduling
algorithms can guarantee that each job meets its deadline,
which is a crucial issue in hard real-time systems.
A simple taxonomy of scheduling techniques in hard
real-time systems is presented in Fig. 1.

Fig. 1. Simple taxonomy of hard real-time systems.

A wide class of real-time scheduling algorithms in
hard systems can be divided into two main categories,
namely, non-priority methods, where no priority relations
among tasks are specified, and priority-based ones (Lee
et al., 2003). The priority scheduling criteria of tasks can
be saved and do not change over time. This scheduling
scenario is called static priority scheduling (Xu and
Parnas, 1990). In this case, changes in priorities are
impossible when the system is running. The main goal
of the dynamic priority scheduler is to maximize the
CPU usage in the system. To achieve efficient system
performance, the scheduler can change the priorities of
the assigned tasks during system execution.

Each static and dynamic priority class of
scheduling algorithms can be divided into two additional
subcategories, namely, preemptive and non-preemptive
methods. In preemptive scheduling, the currently
executing task will be preempted upon the arrival of
a higher priority task. In non-preemptive scheduling,
the currently executing task will not be preempted until
completion.

The most popular static priority-based preemptive
algorithm for periodic tasks is rate monotonic (RM),
developed by Liu and Layland (1973). In this algorithm,
the priority of tasks are related to their periods. The
main concept of the model proposed by Liu and
Layland, along with the ideas behind many dynamic
priority-based techniques, relies on the availability of
a possible unlimited number of priority levels for the
tasks, which rapidly increases the cost of scheduling and

task executions. The reduction of the priority levels is
therefore an important aspect for the system designer due
to hardware cost and management considerations.

Most of the constraints imposed by the conventional
RM algorithm have been successively weakened by
adopting the RM framework to aperiodic tasks (Sha et
al., 1989), by introducing the synchronization procedure
of the tasks based on semaphores (Sha and Goodenough,
1998), or by the implementation of deadline-monotonic
algorithms, where the deadlines of the tasks are usually
shorter than the tasks’ periods (Leung and Whitehead,
1982). However, none of such techniques can effectively
reduce the number of priority levels in the case of large
batches of tasks submitted to the system.

Let us assume that n tasks in the system are classified
according to their priority levels into n categories
Ω1, . . . ,Ωn. If the number of tasks n is large, the
complexity of the RM scheduling algorithm (in exact
form) may be also very high. The reduction of the
n tasks priority-based classes into the smaller set of k

classes ̂Ω1, . . . , ̂Ωk (k ≤ n) requires the verification of the
(n − 1)!/(k − 1)!(n − k)! possible methods of the
classification n tasks to be arranged into k priority classes.
All of these issues will necessitate the development of
effective mapping procedures for reducing the priority
levels in the system and the complexity of the RM
procedures.

The well-known illustrating examples of the realistic
systems that offer a limited number of priority levels
include IEEE 802.6 (with four priority levels), IEEE 802.5
(with eight priority levels), the MSI-C851 controller (with
two priority levels (Bini et al., 2001)), and other low
cost devices, such as toys and wrist watches. In contrast
to unlimited priority levels, this limited priority class
has received little attention from researchers (Orozco et
al., 1998; Xuelian et al., 2003; Sheng et al., 2007). We
further investigate limited priority levels (the classification
is shown as a solid line in Fig. 1) and develop a generic
framework that allows

• mapping the unlimited priority levels into a reduced
number of classes,

• ensuring that the timing constraints of the new
classes are in agreement with the original presented
set of tasks,

• extending the exact feasibility analysis for a reduced
number of priority levels,

• obtaining a faster RM feasibility test for determining
the schedulability of the system with a reduced
number of priority levels.

Our proposed solution has been theoretically and
experimentally evaluated at various system utilization
levels. Additionally, the associated schedulability
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test has been provided. The complexity and the
execution time of the proposed feasibility tests are
much lower compared with the conventional feasibility
tests for limited priority levels. Our model extends
significantly the limited priority-levels methodologies
developed by Ketcher et al. (1993) and Orozco et al.
(1998) by taking RM-schedulable task sets into account
for transformation into a lower number of priority levels.
Though a lot of work has been done on reducing
the feasibility analysis time of real-time systems with
unlimited priority levels (Audsley et al., 1993; Bini and
Buttazzo, 2004; Lehoczky et al., 1989; Bini et al., 2001),
to the best of our knowledge, we are the first to propose
a faster feasibility tests based on scheduling points for
a limited priority counterpart. The rest of the paper

Table 1. Notation.
Notation Meaning

Γ Set of periodic tasks
τi i-th task, τi ∈ Γ
ci Worst case execution time of τi
pi Period of τi
di Deadline of τi
ui Utilization of τi
n Number of elements in Γ
u(n) Utilization of Γ
Ti Subset of tasks set having a priority

higher than τi
k Reduced number of priority levels
Ωi i-th class of tasks of the same priority

level
̂Ωi i-th class of metatasks
Ji,l l-th job of τi
ri,l Release time of the l-th job of τi
t Time instant
Wi(t) Workload of τi at time t
fi Free slots in interval [0, pi]
Li Cumulative workload of τi
L Cumulative workload of the entire task

set Γ
Zi Finite number of reference points of τi
P Least common multiple of all periods

(p1, . . . , pn)
̂P s
is

Period of the class
̂Γ Set of metatasks
τ̂s s-metatask
Card(̂Ωs) Cardinality of class ̂Ωs

es Execution demands of all tasks in class
̂Ωs

Xs Set of insufficient points set generated
by ̂Ωs

is organized as follows. Section 2 introduces notation
and highlights related to the work. In Section 3, we
define the essentials of the conventional RM scheduling.
Section 4 presents the proposed reduction methodology

for task priority levels. The exact feasibility test for a
limited number of task classes is detailed in Section 5.
The experimental results are presented in Sections 6. The
paper is concluded in Section 7.

2. Background and related work

Before proceeding to a more detailed description, we first
introduce notation (in Table 1) and shed some light on the
working of RM scheduling.

Liu and Layland (1973) derived a sufficient
feasibility condition for RM scheduling on a uniprocessor
based on minimum achievable utilization. Necessary and
sufficient (exact) feasibility conditions for uniprocessor
RM scheduling were also studied by Lehoczky et al.
(1989) as well as Joseph and Pandya (1986).

Lehoczky and Sha (1986) proposed a mapping
procedure that consists of a logarithmic grid
g1, g2, . . . , gm where the ratio of two adjacent grid
lines is kept constant. Tasks are assigned priorities based
on their periods; i.e., τi with period pi is assigned a
priority gi, when gi−1 < pi ≤ gi. Orozco et al. (1998)
showed that there exist certain partitionable sets that
are declared unpartitionable by the aforementioned
logarithmic grid methodology.

Another key issue is the problem of the identification
of the best partition that would have the minimum loss
in schedulability. Xuelian et al. (2003) and Sheng et
al. (2007) provide a brute force technique to scan the
entire search space for the best partition. Orozco
et al. (1998) define the groups of tasks in order to
generate multiple schedulable partitions (each partition
has the same number of classes). Based on such
partitions, according to the performance criteria proposed
by Lehoczky and Sha (1986), the best partition is
identified. Audsley (2001) addressed the problem of a
minimum number of priority levels and proved that the
feasibility order in the problem is the dominant part of the
complexity, not the assignment order. The results were
established for asynchronous tasks, and optimal priority
assignment is made with response time analysis. Audsley
(2001) pointed out that the work holds for the synchronous
case, too. We further explore the work done by Audsley
(2001) and how the number of priority levels can be
reduced for the synchronous case with a scheduling points
test.

In the literature, as observed by Audsley et al.
(1993), Bini and Buttazzo (2004), Davis et al. (2008),
Min-Allah et al. (2011) and Lehoczky et al. (1989),
one can find sufficient work on scheduling tasks with
unlimited priority levels. Davis et al. (2008) discussed
feasibility tests, and a new direction of observing the
feasibility analysis from the lowest priority first approach
was explored. The existing literature can be divided
into scheduling points tests and utilization based tests.
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From the scheduling points domain, interesting results
are derived (Audsley et al., 1993; Bini and Buttazzo,
2004; Lehoczky et al., 1989). Audsley et al. (1993)
focused on assigning static priority to tasks and derived an
efficient feasibility test. Bini and Buttazzo (2004) further
extended the classic work done by Lehoczky et al. (1989)
by restricting the scheduling point test to a subset of
points. Recently, Min-Allah et al. (2007) derived another
mechanism which avoids testing the schedulability of a
task at insufficient points: the point where the feasibility
of a higher priority task is negative. From utilization based
perspective, some bounds have been derived recently. Bini
et al. (2001) presented a hyperbolic bound which has
a higher acceptance ratio than the LL-bound (Liu and
Layland, 1973).

In contrast, only few researchers (Katcher et al.
1995; 1993; Orozzo et al., 1998; Xuelian et al., 2003)
have reported work on scheduling tasks with limited
priority levels. Ketcher et al. (1995) addressed the
scheduling of a fixed priority system by restricting priority
levels to a limited number. Orozco et al. (1998) discusses
how to achieve a minimum level of priority levels. The
aforementioned results are further extended by Xuelian et
al. (2003) for a general task model.

3. Rate monotonic and deadline monotonic
scheduling essentials

Rate-monotonic (RM) scheduling is a static priority based
mechanism (Liu and Layland, 1973), where priorities of
tasks are inversely proportional to the lengths of the task
periods (task activation rates). This means that the task
with the shortest period is assigned the highest priority.
All tasks are executed in a preemptive manner.

Another variation of RM is deadline monotonic
(DM), which is optimal for the case when the task
deadlines are less than or equal to the task periods (di ≤
pi). The DM algorithm assigns priorities to tasks based
on their deadlines: the shorter the deadline, the higher
the priority, and vice versa. The RM and DM scheduling
policies are identical when tasks deadlines are equal to
their periods. In the rest of the paper, RM and DM can be
used interchangeably.

The general characteristics of tasks and RM
schedulability conditions are discussed in the remainder
of this section.

3.1. General characteristics of tasks. Let us denote
by Γ = {τ1, . . . , τn} the set of independent periodic tasks.
Each task τi (i = 1, . . . , n) is characterized by pi (the
value of the period of the task, which is expressed as a
difference in time between any two consecutive instances
or jobs of τi), ci (the worst-case execution/computation
time), di (the task relative deadline), and Ωi (the class of
tasks of the same priority level).

It is assumed that the deadlines of the tasks determine
the periods of tasks. In the conventional RM scheduling
method, it is assumed that there are n priority level classes
Ω1, . . . ,Ωn and each class contains just one task τi. Each
task τi generates a job Ji,l (l = 1, 2, . . .), where l is the
number of periods of this task. The job becomes ready for
execution on a uniprocessor system as soon as the job Ji,l
(l-th job of τi) is released at time ri,l. It is also assumed
that the related overhead, such as task swapping times, etc.
are subsumed into ci.

3.2. Schedulability condition. The schedulability
criterion for the conventional RM algorithm is based
upon the critical instant concept. Critical instances
are defined as times at which all tasks are released
simultaneously (Liu and Layland, 1973; Liu, 2000).

Definition 1. (Critical instant) In fixed priority, the
scheduling of any task τi occurs when a job Ji,c generated
by the task τi is released simultaneously with the jobs
generated by the tasks of higher priorities, that is, ri,c =
rm,s(m), where m = 1, 2, . . . , i − 1 and s(m) is an
indicator of the job Jm,s(m) generated by the task τm.

It can be noted that the first critical instant occurs
at time 0. At all other points, the workload is a
non-increasing function at any time t as the task periods
are not the same and hence subsequent jobs arrive after
gaps of sizes equal to the task periods. Similarly, the
interval [0, p1] is smaller thanor equal to the interval
[0, p2], and [0, p2] is smaller than or equal to [0, p3], and
so on. Let us denote by ui an utilization (load) of the task
τi that is expressed as ui = ci/pi.

The cumulative utilization u(tot) of periodic tasks set
Γ can be defined as the sum of ui over all tasks:

u(tot) =
n
∑

i=1

ui =
n
∑

i=1

ci
pi
. (1)

The feasibility test LL-bound for the RM algorithm
presented by Liu and Layland (1973) is defined as follows:
A periodic tasks set is static-priority feasible if the
condition below is satisfied:

u(tot) ≤ n(21/n − 1). (2)

where n denotes the total number of tasks in Γ.
In Eqn. (2), the expression n(21/n − 1) decreases

monotonically from 0.83 (when n = 2) to ln(2) (as
n → ∞). It can be observed that if the task has utilization
less than 69.3% it is guaranteed to be scheduled by the
RM algorithm.

The condition defined in Eqn. (2) is a sufficient
condition (SC) of the schedulability test, but it is not a
necessary one. For an illustrating example, let as assume
that there are two tasks τ1 and τ2, and c1 = 3, c2 = 6,
p1 = 6, p2 = 12 stand for the worst-case execution
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times and periods of these tasks, respectively. All times
are expressed in arbitrary time units. The utilizations
calculated for tasks τ1 and τ2 are u1 = u2 = 0.5, so the
cumulative utilization is 1 (100%), which is greater than
the allowable upper bound of 83%. However, when run,
both tasks will meet their deadlines.

The theoretical work of Liu and Layland (1973) on
RM schedulability was further extended by Han and Tyan
(1997) as well as Min-Allah et al. (2010). However,
in all those papers, the authors just tried to modify the
sufficient condition presented in Eqn. (2). Numerous
variants of RM schedulability constraints were proposed
by Bini and Buttazzo (2004), Bini et al. (2008), Min-Allah
et al. (2007), Lehoczky et al. (1989), Tindell et al. (1994),
Audsley et al. (1993), Sjodin and Hansson (1998), and
Davis et al. (2008) for determining RM feasibility analysis
that generally falls into major classes: scheduling points
tests (Lehoczky et al., 1989; Bini et al., 2008; Min-Allah
et al., 2007) and response time based tests (Audsley et
al., 1993; Joseph and Pandya, 1986; Davis et al., 2008).
The latter are superior over the former from analysis time
perspectives, because in scheduling points tests feasibility
is tested at all scheduling points for all tasks in the set,
while iterative techniques have the advantage of making
larger jumps in t that result in skipping a large number
of scheduling points and hence the feasibility of a task
is determined much early; however, scheduling point tests
are considered to be the fundamental ones and can be used
at the system design stage (Bini et al., 2008), and hence
are the focus of this work.

Let us denote by Ti ∈ Γ the set of all priority tasks
higher than τi. Let us also denote by Ji the first job
generated by the task τi. It is assumed in this work that
each task must generate at least one job in a given time
slot, and Ji has the maximal response time compared
with all other jobs generated by τi (Lehoczky et al., 1989;
Tindell et al., 1994; Sjodin and Hansson, 1998)1.

Let us assume that the critical instant occurs at time
t = 0, and let Wi denote the maximum workload of
the task τi at this critical instance. This means that all
tasks can meet their deadlines if they are initialized (for
execution) at the critical instant; then all these deadlines
will be met during the lifetime of the system. The
workload of τi at time t can be expressed as the sum of the
task execution time demand ci and all interferences and
delays caused by the executions (and completion) of the
higher priority tasks τi−1, . . . , τ1. Formally, the workload
Wi(t) can be defined as follows:

Wi(t) = ci +

i−1
∑

j=1

⌈

t

pj

⌉

cj , (3)

1Maximal response time is defined as the maximal time needed for
finalizing/finishing the job on a processor.

where pj and cj are the periods and worst-case execution
times for the tasks τi−1, . . . , τ1, and �x� signifies the
smallest integer no less than x.

Definition 2. (Sufficient and necessary condition of RM
schedulability) A periodic task τi is feasible if and only if
the condition

Li = min
0<t≤pi

(Wi(t) ≤ t) (4)

is satisfied for t ∈ [0, pi].

The main difference between the SC and SNC
schedulability tests presented in Eqns. (2) and (4) lies
in their computational complexities. The SC test is an
O(n) procedure in the number of tasks. The complexity
of the SNC test is data dependent. This is because
the number of calculations required is entirely dependent
on the values of the task periods. Additionally, t is
a continuous variable, so there are infinite numbers of
reference points to be tested. Lehoczky et al. (1989)
showed that Wi(t) varies just at a finite number of such
points2. Therefore, in order to determine whether τi
is schedulable, we need to compute Wi(t) only in the
finite number of periods of τi of priority lower than τj
(1 ≤ j ≤ i), that is, on the set Zi of parameters,
where Zi =

{

a · pb
∣

∣ b = 1, . . . , i; a = 1, . . . , �pi/pb	
}

and �x	 evaluates to the largest integer no greater than x.
The SNC of RM schedulability can be defined in

the following way (Lehoczky et al., 1989; Orozco et
al., 1998).

Theorem 1. (Lehoczky et al., 1989) Each task τi ∈ Γ
(Γ = {τ1, . . . , τn}) can be feasibly scheduled by using
the RM scheduling algorithm if and only if the following
condition is satisfied:

L∗
i = min

t∈Zi

Wi(t)

t
≤ 1. (5)

Theorem 2. (Lehoczky et al., 1989) The entire task set Γ
is RM-schedulable if and only if

L = max
1≤i≤n

L∗
i ≤ 1. (6)

4. Reduction of the priority levels in the
system (mapping Ωn into Ωk)

In this section, we propose a solution for partitioning
RM-schedulable task set Γ = {τ1, . . . , τn} with n priority
levels into a lower number k (k ≤ n) of priority
levels. The main aim of our method is to reduce the

2These reference points are called rate-monotonic scheduling
points (Lehoczky et al., 1989).
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number of priority classes of the tasks by using a simple
uni-partitioning mapping. The tasks from the different
priority classes are ordered by using the standard RM
scheme, while the tasks inside the same class are ordered
by using the FIFO method.

It is assumed that all tasks are initialized for the
execution at the critical instant with the maximum
workload. It is also assumed that each task τi is
characterized by (i) its release time ri and (ii) its deadline
di (di = pi).

Let us denote by tmin the minimal period (deadline)
for the tasks in the set Γ. The following relation can be
observed.

Observation 1. For the set of RM-ordered tasks Γ =
{τ1, . . . , τn} with periods p1, . . . , pn, the relation tmin =
p1 = t1 holds.

Proof. The tasks from the set Γ are sorted in descending
order by their priority levels. This means that task τ1
has the highest priority (magnitude) over the rest of the
tasks and it is executed first. For RM-ordered tasks, the
following relation is satisfied (see Section 3):

[0, p1] ⊆ [0, p2], · · · ,⊆ [0, pn], (7)

and t0 = 0, which means that p1 ≤ . . . ≤ pn and
therefore tmin = p1 = t1. This completes the proof. �

It follows from the above relation that, for the
analysis of the RM schedulability of tasks in the interval
[0, t1], we must ensure that either the release times of the
tasks are no greater than t1 or their respective deadlines
are within [0, t1].

It can be also noted that for RM-ordered tasks the
cumulative utilization u(tot) cannot be greater than 1,
otherwise no scheduling algorithm can produce a feasible
schedule with a uniprocessor system. The following
remark can be then formulated.

Remark 1. Let u(0,pi) represent system utilization in
the period [0, pi]. The whole system would be deemed
infeasible when u(0,pi) > 1. At critical instant t = 0, for
any RM-feasible schedule, the following relation holds:

u(0,p1) ≥ u(0,p2), · · · ,≥ u(0,pn), (8)

where u(0,p1) denotes system utilization in interval [0, p1],
u(0,p2) denotes system utilization in interval [0, p2], and so
on.

Remark 1 is a consequence of the fact that the RM
algorithm does not leave any processor idle when there is
a task that waits for execution. The relations (7) and (8)
will be used for the adaptation of the empty-slot method
to RM scheduling in the following section.

4.1. Empty-slot method adapted to RM scheduling.
One of the most popular methodologies of scheduling
in real-time systems is the empty-slot method (Santos et
al., 1991). It is assumed in this model that any given
period of time can be divided into some time units called
slots. The estimation of the remaining free time slots
after the scheduling of a given batch of periodic tasks is
needed for the re-balancing of workload of the processors
in the system and further re-classification of the tasks into
a lower number of priority level groups.

Let us assume that each task τi ∈ Γ has priority i,
period pi, is released at t0 = 0, and is RM-schedulable
within the period [0, pi]. The following proposition
defines the amount of free time slots for scheduling the
remaining lower priorities tasks.

Proposition 1. There are at least

fi = pi −
i

∑

j=1

⌈

pi
pj

⌉

cj

free slots that can be utilized by tasks of a priority lower
than τi.

Proof. All tasks τ1, τ2, . . . , τi−1 have priorities higher
than τi and are RM-schedulable within the interval [0, pi].
Task τi can only be scheduled when there are no i − 1
pending higher priority tasks within the system. Due to
the RM-schedulability feature, the periods of all tasks of
a priority higher than τi are no greater than pi, that is,
p1 ≤ p2 ≤, . . . ,≤ pi. Therefore, in the worst case, for a
given time window [0, pi], there could be

∑i−1
j=1 �pi/pj�

instants of higher priority tasks that are executed in
∑i−1

j=1�pi/pj�cj time intervals, where cj denotes the
worst execution time for the task τj . Therefore, the
intervals left for task τi could be at least fi = pi −
∑i−1

j=1 �pi/pj� cj . �

The above proposition can be concluded as follows.

Corollary 1. The task τi is RM-schedulable along with
all of the higher priority tasks when

ci = pi −
i−1
∑

j=1

⌈

pi
pj

⌉

cj . (9)

In the case of di = pi, most of the workload
generated by the task τi is realized in the interval [0, pi].
When di ≥ pi, task τi can be executed for more than one
period pi. In such a case, the following remark can be
formulated.

Remark 2. The cumulative workload constituted by τi
in any interval [(n − 1)pi, npi] is always less than (when
pi �= pj |i �= j, ∀i, j : 1 ≤ i, j ≤ n) or equal to (when
pi = pj|i �= j, ∀i, j : 1 ≤ i, j ≤ n) the cumulative
workload constituted in [0, pi].
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It can be observed that for the n time intervals
[0, p1], [p1, 2p1], . . . , [(n − 1)p1, np1], in the worst case,
for the tasks initialized at t = 0 each task encounters the
maximum workload in first interval.

For the whole system, the aforementioned
proposition and remark can be generalized in the
following way. Let us denote by P the least common
multiple of all periods p1, . . . , pn. Following the notation
and terminology introduced by Orozco et al. (1998), the
system is said to be non-saturated if Wn(P ) ≤ P , where
Wn(P ) denotes the cumulative workload of task τn at
time P (see Eqn. (3)). This means that in the period
[0, P ] there are P − Wn(P ) empty slots in the system
of n tasks. In terms of system saturation, the sufficient
and necessary condition for RM schedulability is the
non-saturation condition for the system of n − 1 tasks,
that is, {τ1, . . . , τn−1}, and the period of task τn must be
no shorter than the empty slot cn calculated as in Eq. (9).
Remarks 1 and 2 allow us to group tasks into a single class
in the following section. A dummy period is associated
with each class and all tasks whose timing constraints are
satisfied with the dummy period are eligible to be part of
the same class.

4.2. Priority levels reduction procedure. In this
section we define the procedure of the reduction of n
priority tasks τ1, . . . , τn into a lower number of k classes
̂Ω1, . . . , ̂Ωk (k ≤ n). Usually, in the conventional RM
scheduling, it is assumed that each class Ωi contains just
one task τi (i = 1, . . . , n), and that is the reason for the
number n of priority levels needed. In the case of the
reduction of the number of priority levels, at least one of
the classes ̂Ωs (s ∈ {1, . . . , k}) must contain more than
one task. A sequence of tasks in such a class is defined as
a metatask. Let us denote by ̂Γ = τ̂1, . . . , τ̂k the set of k
metatasks in the system, which is a result of the reduction
of priority levels. We will call this system a partition of
the tasks, and the mapping

Θ : Ω1 × . . .Ωn � (τ1, . . . , τn)

−→ (τ̂1, . . . , τ̂k) ∈ ̂Ω1 × . . .× ̂Ωk. (10)

denotes the priority levels reduction mapping in the Γ =
{τ1, . . . , τn} system.

Each metatask τ̂s (s = 1, . . . , k) represents a
sequence of tasks τsi1 , . . . , τ

s
is

from the original set Γ

that are elements of the class ̂Ωs. The following two
scheduling procedures should be considered for the whole
system:

• ‘external’ scheduling: the conventional RM
scheduling of the metatasks τ̂1, . . . , τ̂k means that
the priorities of all tasks from ̂Ω1 are higher than
the priority of any task from ̂Ω2, the priorities of all

tasks from ̂Ω2 are higher than the priority of any task
from ̂Ω3, and so on; and

• ‘internal’ scheduling: this is the scheduling method
inside each class ̂Ωs (s = 1, . . . , k); we propose
the FIFO (first-in first-out) methodology for this
scheduling.

Let as assume that metatask τ̂s in ̂Ωs is defined
as a sequence of tasks τsi1 , . . . , τ

s
is . The priority of the

metatask τ̂s is defined as follows:

priority (τ̂s) =
is

max
l=i1

priority (τsl ). (11)

The assumption that the ‘external’ scheduling procedure
is realized according to the conventional RM scenario
is equivalent to the relation priority (τ̂i) > . . . >
priority (τ̂k) of the priorities of metatasks. The priority
level reduction (partitioning) procedure is therefore based
on simple clustering of the tasks in the initial set Γ.

It should be noted that the reduction in the priority
levels does not change the total number of tasks in the
system, i.e.,

n =

k
∑

s=1

card
(

̂Ωs

)

, (12)

where card
(

̂Ωs

)

denotes the cardinality (the number of

tasks) of the class ̂Ωs.
The tasks τsi1 , . . . , τ

s
is

can be selected for the class ̂Ωs

according to the following criterion:

̂P s
is ≤ ci +

i−1
∑

j=1

⌈

t

pj

⌉

cj , (13)

where ̂P s
is denotes the period of the class parameter,

which is interpreted as the largest period of tasks τi in the
class ̂Ωs. In Eqn. (13), t comes from the set of scheduling
points constituted by all higher priority tasks that are being
grouped and never exceeds the largest period of the class.
Equation (13) defines a cumulative workload of tasks with
priority i or higher that are already grouped into class
̂Ωs. This demand must be fulfilled at or before ̂P s

is .
The procedure of fulfilling the classes of metatasks starts
with the selection of the task τ1 of the highest priority
and accommodates as many tasks as possible in class ̂Ω1

till the saturation level is achieved. Equation (13) shows
that any task with the period not greater than ̂Ps with all
its iterations completed at or before ̂Ps is eligible to be
a member of the class ̂Ωs. Therefore, τi is interpreted
as the lowest priority task that is schedulable in class ̂Ωs.
In other words, tasks τi+1 to τn are now candidates to
be grouped into class ̂Ωs+1, and so on. This process is
executed till all tasks are mapped onto qualifying classes.

The aforementioned discussion may lead to the
following observation: Arranging i-tasks (τ1, · · · , τi)
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with τ̂i would mean that the total ûi is very high and
approaching 1 in the interval [0, p̂i]. An interesting
scenario develops here: How could the lower priority
tasks τi+1, . . . , τn be scheduled in the presence of τ̂i?

In order to explain the scenarios further, we discuss
the system from the critical instant point of view (the
worst-case scenario). Let the metatask τ̂1 cover i tasks.
Therefore, the sufficient and necessary condition must
be c1 + c2 + · · · + ci ≤ p̂1. Moreover, at t = 0,
the cumulative computation demand must be equal to
c1 + c2 + · · ·+ cn. Since the first instants of jobs of tasks
from τ1 to τi are executed in interval [0, p̂1], their load
needs to be subtracted from the total workload presented
at t = 0. However, another job of task τ1 is also available
at point p̂1 as it is the task period of τ̂1, and hence
care should be taken of another c1, i.e., 2c1 in total. In
short, out of cumulative computational demands, the term
c1 + c2 + . . .+ ci must be executed in [0, p̂1]. Therefore,
the pending workload at t = p̂1 becomes

(c1 + c2+, · · ·+ cn)− (c1 + c2 + . . .+ ci) + c1

= (c1 + ci+1 + · · ·+ cn). (14)

Eventually, all of the i-tasks are scheduled and
Wi(t) ≤ t is satisfied at or before its deadline. Similarly,
from the utilization perspective, the original task set is
feasible if the achievable utilization in [0, pi] is either
i(21/i − 1) (as reported by Liu and Layland (1973)) or
at the maximum utilization of 1.0 (as reported by Han
and Tyan (1997)). The utilization of such systems can be
represented by

c1
p1

+
c2
p2

+ · · ·+ ci
pi

≤ i (21/i − 1) ≤ 1.

Multiplying this equation by p1 × p2 · · · × pi, we get

i
∑

j=1

cj

i
∏

l=1

pl
pj

≤ i (21/i − 1)

i
∏

j=1

pj ≤
i

∏

j=1

pj . (15)

Such arrangements always keep the total utilization
of tasks unchanged and accommodate lower tasks
τi+1, · · · , τn to be executed in free intervals, i.e., when
there are no pending higher priority tasks. All those higher
priority tasks that are waiting for CPU slots at a particular
instant of time are termed pending tasks. Equation (15) is
purely based on the utilization bounds; however, we are
specifically interested in the development of an exact test.

With above formulation, when the priority levels are
less than the available ones (Ωn > ̂Ωk), then Γ can easily
be divided into groups ̂Ω1, ̂Ω2, · · · , ̂Ωk. Let card(̂Ωs)
denote the number of tasks grouped into class s, such
that every group has at least one task, i.e., ̂Ωs �= ∅, ∀s :

1 ≤ s ≤ k. Consequently, we can write
∑k

s=1 card(
̂Ωs).

The terms “sum of tasks belong to an individual group”
and “actual number of tasks in a group” represent the

same concept. Therefore, these terms as well as class and
“metatask” can be used interchangeably in the rest of this
paper.

In order to find out ̂Ωk, all the tasks in Γ need
to be analyzed that are keyed by priority and listed in
descending order. Therefore, there are (n − i + 1) such
potential candidates to be grouped into classes. As already
known for the unlimited priority case, a task τ1 is always
feasible when c1 ≤ ̂p11. Similarly, it can be derived that
̂Ωs(s = 1) is also schedulable when

∑i
h=1 e

1
h ≤ ̂p11,

where e1h is the execution demand of all of the tasks of the
priorities in class ̂Ω1.

The mapping (partitioning) technique can be
implemented as an iterative procedure that can
proportionate load into different classes. In order to
illustrate this phenomenon, let us examine the first task
τ1 ∈ Γ. Because s = 1, the term esi will be equal to c1.

As mentioned above, the term e1h denotes the
execution demands of all the tasks in ̂Ω1 that have a
priority lower than or equal to τh. If τ2 is also schedulable
under ̂Ωs(s = 1), then the term esi becomes c1 + c2.
As more and more tasks are added to ̂Ωs, the term esi
increases proportionally. Eventually, when the maximum
number of tasks is grouped into ̂Ωs, the proposed mapping
technique will accommodate the remaining tasks into
̂Ωs+1.

Let τi+1 be the first task to be arranged in ̂Ωs+1. The
timing constraints of the current task τi+1 and any task
having a priority higher than τi+1 must be fulfilled prior
to ̂P s+1

is+1
. Therefore, the following relation must hold:

W|̂Ωs|(t) + es+1
i+1 ≤ ̂P s+1

is+1
, (16)

where W|̂Ωs|(t) is the maximum workload presented by

the last task τi ∈ ̂Ωs at time t. The workload is
the maximum because τi has the lowest natural priority
among all of the tasks grouped into Ωs. On the other
hand, any other arrangement will result in feasibility
loss. Moreover, the aforementioned technique identifies
a reduced number of priority levels |̂Ωk| ≤ |Ωn|.

Once the groups of tasks are identified by the
proposed mapping technique to be treated as one class, we
need to ensure the timing constraints of all the tasks in the
class in which the tasks are grouped. To keep the timing
constraints of the original task set intact, tasks in a class
are ordered according to RM priority; i.e, priority(̂Ω1)

is higher than priority(̂Ω2) and priority(̂Ω2) is higher
than priority(̂Ω3), and so on. Each group ̂Ωh = {τi, τj}
covers at most |̂Ωh| number of tasks. These tasks can be
scheduled on an FIFO basis. It is understood that under
FIFO implementation a task τi of a priority greater than
τj may be delayed by a task τj that arrives before τi,
though the priority of τi is higher as per the original task
set. However, this anomaly is rectified by the fact that task
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τi also avoids preemption due to the higher priority tasks
(τi); i.e., all tasks within a group have the same priority. It
is worth mentioning that FIFO has an associated run-time
overhead but for simplicity we assume this overhead to be
subsumed into task computation times. The pseudo-code
of the procedure of mapping the n priority classes
̂Ωn, . . . , ̂Ω1 of tasks τn, . . . , τ1 into k classes ̂Ωk, . . . ̂Ω1

(n ≥ k) is presented as Algorithm 1.

5. Schedulability test for reduced priority
levels

The reduction of task priority levels in the system
requires updating the RM schedulability tests specified in
Theorems 1 and 2 (see Section 3.2). For systems with the
k levels k ≤ n, Theorems 1 and 2 can be reformulated and
merged into the following criterion (Orozco et al., 1998).

Theorem 3. Let us consider a periodic task set Γ =
{τ1, τ2, . . . , τn} , where tasks are ordered based on their
respective priority levels. Let us assume that the tasks
from the set Γ are classified (by using some priority
scheduling algorithm) into the following k priority cat-
egories (k priority classes): ̂Ω1, ̂Ω2, . . . , ̂Ωk. Each task
τi ∈ ̂Ωs (s ∈ {1, . . . , k}), for which the deadline di ≤ pi,
will be executed within its deadline if and only if

min
0<t≤di

Wi(t)

t
≤ 1,

where

Wi(t) =
i

∑

j=1

⌈

t

pj

⌉

cj +
∑

l∈̂Ωs

cl.

To test the feasibility of τi, the workload Wi(t) must
be evaluated for all of the tasks grouped into ̂Ωs. It can
be seen that the number of points for which the condition
defined in Theorem 3 must be verified depends on the
number of elements of set Zi (t ∈ Zi). This set may be
very large for big values of the ratio pn/p1.

To improve the feasibility test defined in Theorem 3,
we introduce the insufficient point scheduling mechanism
that can be specified as follows.

Definition 3. (Insufficient point) The RM scheduling
point t is called an insufficient point for any class ̂Ωs

of tasks with the priority s if for any task τi ∈ ̂Ωs

the inequality constraint Wi(t) > t holds (Min-Allah et
al., 2007).

Definition 4. (Insufficient points set) An insufficient
point t for the class ̂Ωs is also an insufficient point for
all classes of tasks of priorities lower than s. The set of
all insufficient points for the classes ̂Ωs, ̂Ωs+1, . . . ̂Ωk is
called the insufficient points set generated by ̂Ωs and is
denoted by Xs.

Algorithm 1. Reduction of n priority classes into k
priority classes (n ≥ k).

1: procedure reduced-priority-levels (τn)
2: m := 1
3: ̂Ω := ∅
4: current − length := 0 {Mechanism for placing tasks

into classes}
5: for all s := 1 to n do
6: es := 0
7: for all τi := τm to τn do
8: es := es + ci
9: schedulable:= schedulability-test

(̂Ω0,τi,group − period−̂Ωs,current − length,es)
{Place a task in the class if it does not hurt the
feasibility of the class}

10: if (schedulable is TRUE) then
11: ̂Ωs. add(τi)
12: m := m+ 1 {Shift task to another class}
13: else
14: current − length := current − length +

|̂Ωs|+ 1

15: |̂Ωs| := 0
16: break
17: end if
18: end for
19: Terminate if τi is the last task
20: end for
21: end procedure
............................................................................................

1: Boolean function schedulabil-
ity test(̂Ωs,τi,group − period −
̂Ωs,current − length,es)

2: if (̂Ωs := 1) && (group − period − ̂Ωs ≥ es) then
3: τi is schedulable in group ̂Ωs

4: end if
5: compute Zi =

{

a · pb
∣

∣ b = 1, . . . , i; a =

1, . . . , �pi/pb	
}

6: for all t ∈ Zi do
7: if ∃ t ≥ (Wi(t) + es) then
8: τi is schedulable in ̂Ωs

9: return TRUE
10: end if
11: end for
12: if t < (Wi(t) + c

̂Ωs , ∀t ∈ Zi) then
13: τi is infeasible in ̂Ωs

14: return FALSE
15: end if
16: end function

Based on the concepts of an insufficient point and
insufficient points set, the following theorems define
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efficient schedulability tests for a reduced number of
priority levels of tasks in Γ.

Theorem 4. Let us assume that n periodic tasks from the
set Γ = {τ1, . . . , τn} are classified into k priority level
classes (k ≤ n). Each insufficient point for ̂Ωs (s ≤ k)
must also be the insufficient point for ̂Ωs+1.

Proof. Let τi+1 ∈ ̂Ωs+1 and t be the insufficient point for
̂Ωs. The workflow of τi+1 at the time t can be calculated
as follows:

Wi+1(t) =

i+1
∑

j=1

⌈

t

pj

⌉

cj +
∑

l∈̂Ωs+1

cl

=

i
∑

j=1

⌈

t

pj

⌉

cj +
∑

l

cj +
∑

l∈̂Ωs

cl

+

⌈

t

pi+1

⌉

ci+1 + cl+1

= Wi(t) +

⌈

t

pi+1

⌉

ci+1 + cl+1.

(17)

It can be noted that the values of �t/pi+1� ci+1 and
cl+1 are positive. Therefore, Wi+1(t) > Wi(t), and thus
t is also an insufficient point for τi+1 ∈ ̂Ωs+1. �

Theorem 5. Consider an RM-ordered group of priority
level classes ̂Ω1, . . . , ̂Ωk. Task τi ∈ ̂Ωs (s ≤ k),

Wi(t) =

i
∑

j=1

⌈

t

pj

⌉

cj +
∑

∀l∈̂Ωs

cl,

Li = min
t

Wi(t)

t
≤ 1

where t ∈ Zi\Xs−1 = {t : t ∈ Zi and t �∈ Xs−1}.
By extension, X0 = ∅.

Proof. It follows directly from Theorem 4; i.e., if t is an
insufficient point for ̂Ωs−1, then t is also an insufficient
point for ̂Ωs. �

In the RM schedulability test defined in Theorem 5,
the search space is reduced to the set Zi\ Xs−1, which is
the main contribution of this section.

6. Results and analysis

In this section we present the results of experimental
evaluation of the proposed priority level reduction
procedure and the improved feasibility test. The platform
used for these experiments consisted of 12 cores Intel
Xeon X5650 2.67 GHz CPU (12MB L3-cache) and 48
GB memory.

Fig. 2. Required number of priority levels for tasks from the set
Γ for various system utilizations.

6.1. Priority tansformation process under var-
ious system utilization. First, we study the effect
of cumulative system utilization on the mapping (or
conversion) procedure. The tasks for the set Γ have been
generated randomly. The periods of tasks were generated
by using the uniform probability distribution over the
interval of [10; 10000]. The corresponding task execution
demands were randomly generated from the intervals
[1, pi]. For the task set, the task priorities were assigned
according to the RM scheduling algorithm, though
a workload generation procedure was also suggested
by Bini and Buttazzo (2004) or Min-Allah et al. (2010).

A series of periodic tasks were generated by varying
the range from 5 to 55 with an increment of 5 tasks.
Results were established by taking the average after
the first 300 iterations. Figure 2 depicts the required
(minimal) number of priority levels for the tasks from the
set Γ in the cases of various cumulative utilizations of the
system.

We considered four utilization values, namely, ln(2),
0.8, 0.9, and 1. The number of the required priority levels
increases as n → ∞. From Fig. 2, the trend in the
required priority levels is fast as long as the number of
tasks is less than 15 and stabilizes (is very slow) for the
number of tasks greater than 25. This trend is aligned
with the existing literature (Liu, 2000). In such cases,
more tasks must be classified into a single class with the
inequality (13). Another simple observation is that the
computation demands of individual tasks increase with
higher utilization and fewer tasks can be grouped into a
single meta task. It can be seen that utilization plays a very
important role in the priority levels needed, as reflected
by term computation times c in the inequality (13), where
time periods p remain fixed but c do change/increase with
higher system utilization, and vice-versa. For utilization
ln(2) it needs 2 levels of are needed for 5 tasks, while
2.8 priority levels for 5 tasks when utilization is 1, i.e.,
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100%. This is due to the fact that ci of a task is higher
when system utilization is 1, and hence it is difficult to
group many tasks. Task periods for the tasks are obtained
with the aforementioned task set criteria, irrespective of
utilization, so accommodating few tasks in the case of
higher system utilization is understandable. In other
words, tasks require more priority levels when utilization
is higher.

In all the scenarios considered, the required number
of priority levels varies from 60% (in the case of 5 tasks) to
80% (in the case of 55 tasks) of the total number of tasks in
the system. This confirms that the proposed methodology
significantly reduces the complexity of the RM scheduling
algorithm.

6.2. Evaluation of the improved feasibility test. The
main aim of the analysis presented in this subsection is
to compare the effectiveness of the improved feasibility
test (IFT) defined in Section 5 and the traditional ap-
proach (TA) (see Theorem 3 of Orozco et al. (1998)).
The general settings of this experiment are the same as
discussed in Section 6.1. Both techniques, the IFT and
TA, are compared under the required number of reference
scheduling points criteria.

In this experiment, a series of periodic tasks were
generated by varying the range from 5 to 55 with an
increment of 5 tasks, and results were drawn by taking
the average after the first 300 iterations. It is worth
mentioning that, when u(tot) ≤ ln(2), there is no point
in applying exact tests, as a solution does exist (Liu
and Layland, 1973; Bini et al., 2001) that answers the
feasibility of such a system much earlier because of its
O(n) nature. Similarly, at a higher utilization, the system
becomes infeasible (Laplante et al., 2004). In the light
of the aforementioned reasons, we keep the cumulative
utilization of the system in the range of ln(2) to 0.85.
The reason for taking such system utilization is to make
sure that only feasible task sets are generated and hence
all tasks’ feasibility is determined.

It can be seen from Figs. 3(a) and (b) that more points
are needed by both the TA and IFT. A rationale behind this
trend is that system utilization is low and hence, under
given task set generation criteria, the computation times
of the individual tasks are low while the periods are in a
fixed range of [10, 10000]. Consequently, many tasks get
scheduled by the first scheduling point. For example, the
starting point for testing the feasibility of task τ1 is p1 and
c1 is always less than p1, and hence τ1 is schedulable. The
same scheduling point p1 is also the first point to be tested
in the feasibility of τ2, and so on. Here p1 remains the
first scheduling point at which the schedulability of the
remaining low priority tasks will be analyzed. Similarly,
when p1 does not satisfy the requirements of a task, say
τi+1, which misses the deadline at p1, p1 is identified
as an insufficient point (see Definition 3 for details) and

the feasibility test is run on the subsequent points of the
scheduling points set. However, for the same task sets, the
number of points needed for determining schedulability
is low in Fig. 3(b) for the IFT. The reason behind this
behavior is that the workload is high at a utilization of
0.85 and hence ci is high, which means that investigation
of more points is needs. The trend for the TA is high as
now it needs to test more points, while testing feasibility
at more points helps in declaring more insufficient points
for the IFT and hence these points can be skipped during
the analysis of lower priority tasks.

The number of testing points increases as n → ∞.
This is because of the larger values of the ratio pn/p1 for
large n. However, in both the cases of small and large
cumulative utilization levels, the increase in the number
of the scheduling points requested by the IFT procedure
is very small compared with the TA procedure. This is
because of the small accumulation of ci for the task τi
in the IFT test. As a consequence, the total utilization
u(tot) is a smaller and many tasks can be accommodated
into a single class, as computation demands c possesses
a smaller value with lower utilization, while the rest of
the parameters are fixed (see Theorem 4). Therefore, a
sufficiently small number of points is needed to be tested
for ̂Ωs. The advantage of IFT over the TA is significant
when more tasks are deemed feasible within the system.
In Figs. 3(a) and (b), the IFT technique supersedes the
TA (in performance) when the total utilization is equal
to 0.85. In this case, the computation demand of the
individual task τi is quite high. Therefore, more points
are scanned before the feasibility is concluded, which is
again in the interest of the IFT; i.e., the set of insufficient
points for ̂Ωs−1 is large.

7. Conclusion and future work

This paper investigated the effectiveness of the RM
scheduling algorithm in the reduction of the priority levels
of tasks scheduled under RM in preemptive mode. The
transformation procedure from the set of n classes to
the reduced set of k classes (k ≤ n) was formally
defined and explained. This theoretical model was
also experimentally evaluated at four different levels
of cumulative utilization of the system. In addition,
the unnecessary testing of the feasibility of a limited
priority system was avoided by identifying insufficient
points. The results achieved in the experiments
confirm those of the theoretical analysis and show high
effectiveness of the proposed method in reducing the
complexity of the conventional RM scheduling algorithm
for limited priority levels. A comparison of the improved
feasibility test procedure with the most effective known
conventional feasibility technique (based on scheduling
points techniques) revealed the advantage of the proposed
methodology over the existing counterpart.
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(a) (b)

Fig. 3. Advantage of the IFT over the TA in terms of reducing the number of scheduling points tested: u(tot) ≤ ln(2) (a), u(tot) ≤
0.85 (b).

As a future work, the proposed technique can
be extended to different task parameters using various
scheduling algorithms with more relaxed assumptions.
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